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Abstract—We present a balanced and unbalanced binary-tree model to ex- congested at all. The authors of [8] proposed an improved con-
plore the delay performance of feedback synchronization algorithms for mul- - gglidation algorithm to speed up the transient response by send-
ticast ABR flow control. Using this model, we analyze the feedback-delay per- . . . L. ,
formance scalability of the Soft-Synchronization Protoco{SSP) [1], which de- ing the fast congestion feedback without waiting for all branches
rives a single “consolidated” RM (Resource Management) cell at each multi- feedback during the transient phase.

cast branch-point from feedback RM-cells of different downstream branches -, .. . .

that are not necessarily responses to the same forward RM-cell. In contrast One of the critical deficiencies of the schemes described above
with the other existing schemes, SSP is shown to be able to effectively sup-iS that they do not detect and remove non-responsive branches
port synchronization of feedback RM-cells and make the effective RM-cell from the feedback synchronization process. One or more non-

roundtrip time (RTT) virtually independent of the multicas t-tree’s topology. . . .

Also derived is the optimal RM-cell update interval for SSP to minimize RM- responsive branches may det”mema"y Impact end-to-end per-
cell RTTs for a given multicast tree. formance by providing either stale congestion information or by

Index Terms-ATM, ABR, flow control, multicast, scalability, feedback con- stalling the en,tlre,mumcaSt connectlo'n. In {1]’ we proposed a
solidation, feedback soft-synchronization, feedback delay. Soft-Synchronization Protoc¢SSP) which derives a single con-
solidated RM-cell at each branch-point from feedback RM-cells of
different downstream branches that are not necessarily responses
to the same forward RM-cell in each synchronization cycle. The

In multicast ABR, simultaneous congestion feedback from &}#SP not only scales well with the multicast-tree topology, but also
branches can causefeedback implosiofi2] at the source, es- can readily detect and remove non-responsive branches.
pecially when the multicast tree is large. Hence, it is importantAll of the above-referenced work only focused on the vari-
to consolidate the congestion feedbacleath branch-point and ous protocols’ design and implementation issues. However, the
only the consolidated feedback is sent upstream. Since diffifedback-delay properties of various feedback synchronization al-
ent downstream-branches’ feedback RM-cells may arrive at @érithms are neither well understood nor thoroughly studied. In
branch point at significantly different times, the consolidation @his paper, we develop a balanced and unbalanced binary-tree
feedback RM-cells must bgynchronizedat the branch-point be- model to characterize the feedback-delay properties of a class of
fore the consolidated RM-cell can be forwarded upstream. feedback synchronization algorithms in terms of RM-cell RTTs.

The first-generation feedback consolidation algorithms [3], [4]} Section II, we overview the proposed SSP. In Section Ill, us-
[5] employ a simple hop-by-hop feedback mechanism to deal wittg the binary-tree model we derive the analytical properties of
the feedback implosion problem. On receipt of a forward RM-ceSP and hop-by-hop feedback synchronization algorithms. Our
the consolidated feedback is propagated upwardsdiygaehop. analytical results show SSP to not only be able to support effi-
While hop-by-hop feedback is very simple, it does not scale wéient feedback synchronization, but also make the effective RM-
because the RM-celbund-trip time (RTT) is proportional to the cell RTT virtually independent of the multicast-tree’s height and
height of the multicast tree. Additionally, since feedback RM-celRath-length variations. In Section IV, we derive the optimal RM-
from downstream nodes afeeely synchronized at branch nodesgell interval for SSP to minimize RM-cell RTTs for a given multi-
the source may be misled by the incomplete feedback informati6ast tree. The paper concludes with Section V.
which can cause theonsolidation nois@roblem [6].

To reduce the RM-cell RTT and eliminate the consolidation
noise, the authors of [7], [6] proposed feedback synchronization atue first present an overview of SSP, the switch feedback syn-
branch-points by accumulating feedback frathbranches. The chronization algorithm [1]. At the center of SSP is a pair of
main problem with this scheme is its slow transient response S"&%nection-update vectors: @nn_patt_vec, the connection pat-
the feedback from the congested branch may have to needlegsly vector whereonn_patt_vec(i) = 0 (1) indicates thé-th out-
wait for the feedback from the longer paths, which may not bt port of the switch is (not) a downstream branch of the mul-

The work reported in this paper was supported in part by the U.S. Office of Nafi@St connection. Thusgpnn_patt_vec(i) = 0 (1) implies that a
Research under Grant NO0014-99-1-0465. data copy should (not) be sent to thth downstream branch and

I. INTRODUCTION

Il. DESCRIPTION OFSSP
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root root per hop delay: Th=time unit
00.0n receipt of a feedback RM cell from:-th branch: 0
01. if (conn_pattvec(z) # 1) { ! Only process connected branches 1
02. resp_branch_vec(i) := 1; ! Mark connected and responsive branch
03. MCI:= MCIv CI;!Bandwidth-congestionindicator processing Py 2
04. MER := min{MER, ER};!ER information processing 3
05. if (conn_patt_vec @ resp_branch_vec = 1) { ! soft synchronization BN .
06. send RM celldzr := back, ER := MER, PP P R RR PR [N Py
07. C1I := MCI);! Send fully-consolidated RM-cell upstream
08. no_resp_timer := Np¢; | Reset non-responsivetimer balanced-tree: m=4 unbalanced-tree: m=4
09. resp_branch_vec := 0); ! Resetresponsive branch vector ] ]
10. MCI:=0;, MER:= ER;}};! Reset RM-cell control variable Fig. 2. Balanced and unbalanced binary multicast trees.
11.0On receipt of a forward RM cell: . . .
12. multicast RM cell based awnn_patt_vec; ! Multicast RM cell (time out) andresp_branch vec # 0 (i.e., there is at least one

13. mo_resp_timer := no_resp_timer — 1; ! No-responsive branch checking gownstream branch responsive), then the switch will stop await-
14. if (no-resp_timer = 0) { ! There is a non-responsive branch . . . .

15. conn_pattvec := resp_branch_vec @ 1; ! update connect. pattern vec. Ing arrival of feedback RM-cells and Immedlately generate a
16. if (respbranch_vec # 0) {! There is atleast one responsive branch  partially-consolidated RM-cell, and send it upward. Whenever

7. sendRMcelldir := back, ER := MER, no_resp_timer = 0, at least one non-responsive downstream

18. C1I := MCI);! Send partially-consolidated RM-cell up-stream ; . ;
19.  no_resp_timer := Npn:; ! Reset non-responsive timer branch is detected and will be removed by the simple complemen-
20. resp_branch_vec := 0; ! Reset responsive branch vector tary operation:conn_patt_vec := resp_branch_vec & 1, which

21. MCI :=0; MER:= ER;}};! Reset RM-cell control variables

updatesconn_patt_vec. Therefore, a downstream branch which
has not sent any feedback RM-cell f§,... forward RM-cell time

a feedback RM-cell is (not) expected from théh downstream Units will be removed from the multicast tree.
branch! (ii) resp_branch_vec, the responsive branch vector is
initialized to 0 and reset t@ whenever a consolidated RM-cell Il. RM-CELL RTT ANALYSIS

is sent upward from the switctresp_branchvec(i) issetto 1if ¢ js \yell-known that feedback delay plays a crucial role in
a feedback RM-cell is received from theh downstream branch. yetermining the effectiveness of any feedback-based flow-control
The connection pattern specifieddonr.patt_vec is updated by sopeme [1]. In this section, we analyze the properties of RM-cell

resp_branch_vec each time when theon-responsive branch iSqrr for different feeback synchronization algorithms.
detected or a new connection request is received from a down-

stream branch. A. The Binary-Tree Model

A simplified pseudocode of the switch RM-cell processing algo-
rithm is given in Fig. 2. On receipt of a feedback RM-cell returned T0 simplify the analysis of RM-cell RTT, wquantizethe net-
from a receiver or aannected downstream branch, the switciyork feedback-delay by assuming each switch-hop to have a uni-
first marks its corresponding bit in theesp_branch_vec and form delay (including processing and propagatic_)n delays.). This
then conducts RM-cell consolidation operations. If the modul@SSumption can be readily relaxed because the difference in switch
2 addition (the soft-sychcronization operatiotypn_patt_vec & processing delay and link-propagation delay of dlﬁerent swﬂch—
resp_branch_vec equalsl, an all 1's vector, indicating all feed- hops can be translated into different numbers of switch-hops with
back RM-cells synchronized, then a fully-consolidated feedbatfle same delay. We use thep-delay7s, which is the sum of the
RM-cell is generated and sent upward. But, if the modulo-2 ag\vitch-processing delay and link-propagation delay taken in each
dition is not equal td, the switch needs to await other feedbacROP. as theime unitin our delay analysis. To study the worst case
RM-cells for synchronization. Notice that since the synchroniz&d enable performance comparison, we only consider two types
tion algorithm allows feedback RM-cells corresponding to diffeff multicast treesbalancedandunbalanced binary treesSince

ent forward RM-cells to be consolidated, the feedback RM-celt§ are only concerned with a path’s RM-cell RTT which is deter-
are “softly-synchronized” at branch nodes. mined by its length, it suffices to consider binary trees. Notice that

in an unbalanced binary tree, the number of paths, denoteq by
from the root to all leaves is equal to the height of the tree, denoted

m, while in a balanced binary tree= 2™~1. Fig. 2 illustrates
theése two types of trees with height= 4.

Fig. 1. Pseudocode for Switch Feedback Synchronization Algorithm.

Upon receiving a forward RM-cell, the switch first ftioasts it
to all the connected branches specifiedcbyn_patt_vec. Then,
decrease the non-responsive timer for this connection by o
The no_resp_timer is initialized to a thresholadv,,,; and reset
to N,.; Whenever a consolidated RM-cell is sent upward. TheAs discussed in [1], [8], for ABR services only the feedback
predetermined time out valu¥,,. for non-responsiveness is deffom the most-congestegath in a multicast connection governs
termined by such factors as the difference between the mdke flow-control operations at the source. However, the RM-cell
mum and minimum RM-cell RTTs in a multicast tree. We us@TT of different paths in a multicast tree may vary significantly
the forward RM-cell arrival time as a natural clock for detecgince the path lengths differ from each other. Thus, we need to an-
ing/removing non-responsive branches (such that it will still woyze each individual path’s RM-cell RTT in a titigst tree. The
even in the presence of faults in the downstream branches). E#Hvidual path’s RM-cell RTT is also affected by the feedback
time a switch receives a forward RM-cell, the Iticast connec- Synchronization algorithms used. In addition, the RM-cell RTT

tion's no_resp_timer is decreased by one.b_resp_timer = 0 fOr a given path may vary at the beginning of the flow-control op-
eration in an initial state, during which feedback RM-cells are not

! Note that the negative logic is used for convenience of implementation.  yet “regularly” synchronized. The RM-cell RTT becomes stable
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after feedback RM-cells are regularly synchronized and enterprapagation and processing delays only (i.e., no synchronization
steady state. In the following, we analyze the RM-cell feedbackaiting-time delay).

delay properties, in both initial and steady statessaxth path in | emma 2:Let P; be thej-th path in an unbalanced-tree as de-
a multicast tree, which is flow-controlled by hop-by-hop and SSRed inLemma Iwith 1 < j < m — 1. Then, the following four

schemes, respectively. We omitall the proofs in the following lengtaims are equivalent for the steady-state RM-cell RTT:
mas, theorems, and corollaries for lack of space, but refer the in-

terested readers to [9] (available on-line) for their detailed proofs.w; P; S feedback RM-cell doesn t wait for a longer path
P:'s (j > j) feedback RM-cell to achieve feedback synchro-

B. Feedback-Delay Properties for Hop-by-Hop Scheme nization at the first branch-node froR)’s leaf;
. . . Claim 2. P;’s feedback RM-cell doesn’t wait for feedback RM-
The following theorem gives a set of formulas for calculating

) cells for synchronization anybranch-node o®;;
all paths’ RM-cell RTTs in an unbalanced-tree for the hop-by-hop ]
scheme. Clam3. 3k € {0,1,2,---} such thaR(m — j — 1) — kA =
. . 0, wherel < j<m—1andl < A < Tz = 2m;
Theorem 1:1f an unbalanced multicast-tree of heigit > 2 k - I =27 i m o

is flow-controlled by the hop-by-hop scheme with an RM-cell in- Claim 4. P;’s steady-state -RM-ceII RTF,(j,A) attains its
terval A > 1 (7), then the RM-cell RTT7,(j, A), of the j-th minimum and is given by:

(counting from left to right) pathP;, remains the same in both

steady and initial states, and is given by: (i A) = mAm{T“(J’ Ar=20+1) (3)
(. A) {2—|—jA; if 2<A < e ) wherel < j <m —1andl < A < Tez = 2m. O
Tuld : A — 1 . .
207+ 1); ifA=1 Based oremma JandLemma 2we obtain the following theo-

rem, which gives a set of formulas to calculate all paths’ RM-cell

RTTs during both initial and steady states in an unbalanced-tree
The following corollary, providing the equations to compute thgnder SSP.

all paths’. RM-chI RTTs in a balanced-tree fqr the hop-by-hop thegrem 2: et P; be thej-th path of an unbalanced-tree as

scheme, is the direct result fronfheorem Iy lettingj = m — 1 defined inLemma 1(1 < j < m — 1). If the multicast tree

inEq. (1). is flow-controlled by SSP with the RM-cell update interval
Corollary 1: If a balanced multicast-tree connection of heightt < A < 7,,,, = 2m),2 then the following claims hold for

m > 2 is flow-controlled by the hop-by-hop feedback scheme=1,2 ..., m — 1; 700 = 2m;1 < A < Trnag:

with the RM-cell intervalA > 1, then RM-cell RTTs of all paths,

7(j, A), are the same in both steady and initial states, and ar

determined by:

wherel < A < Tmaz,? Tmaz = 2m, andl < j < m — 1.

Claim 1. The number of;’s feedback RM-cells going through
€ initial state is determined by:

A
; — ; ki = k|2m—7—1)—kA >0} 4
m(j,A) = je{lg’lﬁf;_l}{m(], A)} 5 ke{g}ﬁ?i___}{ |2(m—j —1) >0} (4)
e (A —2); f2<A < Tomae . . . .
=37 .+ (m = 1) S =S =7Tme (2)  Claim2. P's RM-cell RTT in steady state is determined by:
Tmaz) ifA=1 J
whererme: = 2m, 1 < j < 2™~ andr,(j, A) is defined by Tu(J) A) = Tmaz — kjA; )

Eq. (1) for an unbalanced multicast tree of the same heightl ) ] o ]
Claim 3. Thei-th RM-cell RTT duringP;’s initial state is de-

C. Feedback-Delay Properties for SSP Scheme termined by:

The following lemma characterizes the fundamental synchro- Tmaz — (8= 1)A; if b} > 1A1<i <k}
nization relationships between paths under SSP, which lays the r,(5, A,3) = { 7u(j, A); ifk;>1A1> k]
foundation fo,emma 2 Trmaz; if k; = 0.

Lemma 1:Consider an unbalanced multicast-tree of height
m > 2. Let P; be a relatively shorter path than another path
P.suchthatl < i < 1 < m — 1. If the multicast-tree is flow-  T1he corollary described below, giving the equations for calcu-
céntrolled by SSP with the RM-cell interval > 1, then P’s lating gll paths’ RM-cell RTTs in a balanced tree under SSP, fol-
feedback RM-cell does not have to wait fBy's feedback RM- 10ws directly fromTheorem y lettingj = m—11in Eq. (4) which
cell to synchronize feedback RM-cells at any branch-noden  1€ads tok7,_, = 0 and thusry(j, A) = 7u(m — 1, A) = Tmas by

The lemma given below reveals foifir conditions for a path’s Ea. (5).

RM-cell RTT to attain its limiting minimum, which consists of Corollary 2: If a balanced-tree multicast connection of height
m > 2 is flow-controlled by SSP with the RM-cell interval > 1,

O

2Theorem Istill holds even whemA > Timae = 2m. But the RM-cell up-
date intervalA is usually a fraction of the maximum RM-cell RTT. So, we do not 3Theorem till holds forA > Tmaez = 2m, butA is typically a fraction of the
consider the case & > Tmae = 2m evenif it is analytically correct. maximum RM-cell RTTrmqez = 2m.
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Fig. 3. Impact of P;’s path length j + 1, tree height m, RM-cell interval A on P;’s RM-cell RTT 7 (7, A), max. queue length Qmaz, avg. throughput R.

then all paths’ RM-cell RTTsy (7, A), are the same in both steadyl20073) asj + 1, A, andm increase. In contrast to the hop-

and initial states and are determined by: by-hop scheme, the increaseqf(j, A) for SSP is very limited
asj + 1, A, andm get larger. In addition7,(j, A) for SSP
(4, A) = je{lgl_e_i_};_l}{m(j, A)} = Trmaz (6) is upper-bounded b§m = 100 = 7., as shown in Fig. 3(a),

which verifiesTheorem 2 Thus, as shown in Fig. 3(a), the RM-
wherer. = 2m, 1< j < 2™1 andr,(j, A) given by Eq. (5) cell RTT for SSP is virtually independent of path length, RM-cell
is P;'s RM-cell RTT for an unbalanced multicast tree of the san{Btérval, and multicast-tree height, as compared to the hop-by-hop
heig]ht. g Scheme. This is because (1) the synchronizatioiingatime is

K1-C inaTh 2andTh b much longer for hop-by-hop than SSP; (2) the number of forward
Remark 1: ComparingTheorem 2an eorem Lwe o SEIVe RM-cells required for a feedback RM-cell to return from the leaf

the following: (1) for the hop-by-hop scheme, RM-cell RTT i ode to the root in the hop-by-hop scheme is proportionatto

initial-state is the same as that in steady-state. In contrast, for\;v le in SSP, any single RM-cell can return from the leaf node
SSP scheme, RM-cell RTT in initial-state, if any, is larger tha ack to the réot by itself

and lower bounded by, RM-cell RTT in steady-state. For SSP, the ,
initial-state acts like a “warm-up” period for feedback RM-cells, AS @nalyzed in [1], RM-cell RTTs, or the path lengths, have a

to be synchronized at each branbee, during which the initial- Significant impact on both the bottleneck maximum queue length

state RM-cell RTTs converge to their corresponding steady-st&ess and the average throughphit Due to space limitation, we

values. The “warm-up” periods faP; (1 < j < m — 1) are Omit the derivations (based on the fluid modeling) of closed-form

determined byt values given in Eq. (4). (2) for SSP in both initia€Xpressions fo@ .. and R as functions of RM-cell RTT (which

and steady states, the RM-cell RFJ(j, A) is upper-bounded by are available on-ImSm [1]). Instead, we present the numerical so-

Tmae = 2m (See Claim 2and Claim 3of Theorem 2and Eq. (6)). lutions of @, andR as the functions aP;’s path lengtty +1 in

The increase rate of,(j, A), as a function ofn, is O (m) inthe a@n unbalanced multicast tree to compare the performance between

worst case. In contrast, for the hop-by-hop scheme, the RM-dég hop-by-hop and SSP schemes. Assume the multicast-tree bot-

RTT 7,(j, A) is not upper-bounded by,.., = 2m (see Egs. (1) tleneck bandwidth: = 155 Mbps~ 367 cells/ms;;, = 0.1 ms,

and (2)). Alsoz, (j, A) is very sensitive to path lenggrand RM- & = 47, = 0.4 ms, andm = 50. Fig. 3(b) and Fig. 3(c) plot

cell update interval\, and increases at a rate up@qm?) inthe @maz aNdR vs. path lengtly + 1 with different rate-gain param-

worst case. etera values [1] for the two different schemes. For the hop-by-
hop scheme, maximum queue len@h ... is observed toincrease

D. Numerical Comparison between SSP and Hop-by-Hop ~ dramatically (see Fig. 3(b)) while the average througtipdtops
significantly (see Fig. 3(c)) aB;’s path lengtty 41 and tree height

We present the numerical results derived froheorem land m (the maximum fog + 1) increase. This undesirable trend wors-

Theorem 2 We only focus on the unbalanced multicast tree #ns asx gets larger. In contrast, for SSP with the same parameter

study the worst case of RM-cell RTT variations. Sidgés length  settings, botlQ,,..'s increase and’s drop are very small when

equalsj + 1 for j = 1,2,---,m — 1 (see the unbalanced tree; + 1 andm (even asx varies) increase. AgaifQm.; and R

shown in Fig. 2),7,(j, A) is the RM-cell RTT forP; with a for SSP are found to be virtually independent of the path-length

length ofj + 1 in an unbalanced tree. Fig. 3(a) pld®'s RM-  and tree-height variations. Hence, SSP is more scalable than the

cell RTT 7,(j, A) vs. P;’s lengthj + 1 and RM-cell intervalA  hop-by-hop scheme in terms of maximum buffer requirement and

with tree heightn = 50 for the two different schemes. We ob-average throughput when the multicast-tree topology changes.

serve that for both hop-by-hop and SSP schemes RM-cell RTTs

7.(J, A)’'s increase monotonically with path lengfht- 1, RM- IV. ON SELECTION OF RM-CELL UPDATE INTERVAL A

cell interval A, and tree-heighin. However, (3, A) for the

hop-by-hop scheme increases much faster, and is always largeEven though the RM-cell RTT for SSP is much smaller than

than that for the SSP scheme, and tends to blow up (as hightes hop-by-hop scheme, itgj, A) value can be reduced further
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by properly selecting RM-cell intervak. We now focus on how  Claim 2. If P; is strictly-synchronized, theW; = 2(m — j —
A affects(j, A) and discuss how to selegt to reduce SSP’s 1) > 0;

RM-cell RTT. Claim 3. P; is a wait-free-synchronized path, i.8; = 0 iff
2(m—j—1)mod A =0. a

Remark 3: (1) According toLemma 2 the wait-free-synchro-

Unlike unicast, the selection of value for RM-cell intenval nizeéd path has the minimum RM-cell RTT. Thus, the number of

makes a significant impact on all paths’ RM-cell RTTs in wait-free-synchronized paths should be maximized. (2) A smaller
multicast-tree. To analytically quantify this impact, we introducé Will lead to a larger number of wait-free-synchronized paths.
the following definitions. So, a smallA is desirable.

Definition 1: If P;’s feedback RM-cell is only synchronized The theorem below classifies the entire multicast-tree path set

with the feedback RM-cells which correspond to the same forwdfi0 three exclusive categories, and provides the explicit expres-
RM-cell, thenP; is said to bestrictly-synchronized o sions (as functions afA\) for calculating the number of paths for

each path-category.
Obviously,P,,_1 is always strictly-synchronized since it is syn- _ _
chronized only withP,,. The following theorem describes tife ~ Theorem 5:Let P; be thej-th path of an unbalanced multicast-

condition, as a function oA, for identifying strictly-synchronized tree as defined inemma 1(1 < j < m —2). |If this
paths. multicast tree is flow-controlled by SSP, then the entire path

Theorem 3:Let P; be thej-th path of an unbalanced multicastset 7 2 (P, P, Ps,---, Pm_3, Pm_3} is partitioned into a
tree as defined ihemma 1(1 < j < m — 1). If this multicast strictly-synchronized path subsés, a wait-free-synchronized
tree is flow-controlled by SSP, then the following three claims ap&th subse®y, and a non-strictly-synchronized and non-wait-
equivalent. free-synchronized path subsefy, i.e., P = Ps & Py @ Pw,
and furthermore, fot < A < 7,4, = 2m the following claims
hold:

Claim 1. The number of strictly synchronized paths, denoted

A. Analytical Relationships between RM-cell RTTs and

Claim 1. The number ofP;’s RM-cells going through the
initial-state k; = 0, wherek} is defined inTheorem 2
Claim 2. P; is strictly-synchronized;

Claim 3. P;'s RM-cell RTT attains the maximunw,(j, A) =
Trmaz = 2M. O

by Sa, is determined bySa 2 ||Ps|| = [£] — 1, where
|| - || denotes the cardinality of a set;

Claim 2. The number of wait-free-synchronized paths, denoted

Remark 2:(1) The strictly-synchronized path has the largest by Na. is determined by:

RM-cell RTT, and hence, the number of strictly-synchronized

paths should be minimized. (2) A largArresults in a larger num-

ber of strictly-synchronized paths, so a smalleis desired. Ny 2 PN = {
Definition 2: Let W; be the net waiting time forP;’s feed-

back RM-cell to synchronize with feedback RM-cells via the other
paths at all consolidating branch-nodes aléglf W; = 0, then

| 2m=2) | if A = even;

8
™2 if A = odd; (®)

Claim 3. The number of paths which are neither wait-free-
synchronized, nor strictly-synchronized, denotediiy, is

P; is said to be avait-free-synchronizegath. a ) }
determined by:
Clearly, P,,_1 is always a wait-free-synchronized path since
according toLemma 1 a longer path never waits for feedback Wa A [Pw ]
RM-cells via shorter paths for synchronization. SinBg_; , , .
is both strictly-synchronized and wait-free-synchronized, we ex- _Jm- |22 A7 -1, if A =even; )
cludeP,,_; from all the following theorems and tre&},_; sep- m — L(mA‘z)J —[2]1-1, if A=odd.

arately. The theorem given below provides formulas to deter-
mine W; and establishes aiff condition to identify wait-free-
synchronized paths, all of which are affected by the valua of Remark 4:(1) The number of strictly-synchronized paths is
Theorem 4:Let P; be thej-th path of an unbalanced multlcastprOportionaI toA. (2) The number of wait-free-synchronized
tree as defined iemma 1(1 < j < m — 2) andW; be the paths is proportional tet. (3) If A = 1 or 2, thenP; is al-
net waiting time forP;’s feedback RM-cell to synchromze withWays a wait-free- synchronlzed path for gl 1,2, - -2
feedback RM-cells at all consolidating branch-nodes alBngf (4) TakingA = = even is preferable in terms of the number of wait-
this multicast tree is flow-controlled by SSP, then fox. j < free-synchronized paths.
m — 2 the following claims hold:

O

. L o B. Discussion and Numerical Evaluation
Claim 1. P;’'s net waiting timel¥; for synchronization is upper

bounded by, andW; is determined by: According toTheorem 554 is proportional toA while Na is
inversely proportional taA. Thus, a smallerA is desired since
Wi=2(m—j—1)—kA<A; (7) strictly-synchronized paths maximize RM-cell RTTs while wait-

free-synchronization paths minimize RM-cell RTTs. Consider
wherek; is defined by Eq. (4) iTheorem 2 two extreme cases: Case X = 1 (i.e., there is an RM-cell
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Fig. 4. Na, Sa, and Wa vs. A with m = 50. results in a larger number of wait-free-synchronizéd; (= 0)
paths,Na, which also verifieSheorem 5

traversing per switch-hop) or 2, lkheorem 555 = 1 (Pr_: V. CONCLUSION
is always strictly-synchronized) amia = m — 1 (P, —1 is al-
ways wait-free-synchronized), i.e., all paths of interest are wait-We presented an analytical technique to quantitatively charac-
free-synchronized paths with minimal(j, A) = 2(j + 1); Case terize the delay performance of feedback synchronization algo-
2. A = Tpag = 2m, by Theorem 554 = m — 1 andNa = 1 rithms. This technique was applied to analyze the feedback-delay
(P,._1 is always wait-free-synchronized). However, the benefipsoperties of SSP and compare it with the hop-by-hop scheme.
of having largetVa and smalleS, do not come for free; the price The analytical results showed that SSP outperforms the hop-by-
paid for this is a large bandwidth cost for multicasting RM-cell8op scheme in terms of feedback-delay performance scalability in
at a higher RM-cell transmitting frequenéy. This introduces a both balanced a_md unbalanced binar.y multicast-tree cases. .W.e also
trade-off between, (4, A) and bandwidth cost for RM-cells. derived the optimal RM-cell update interval for SSP to minimize
RM-cell RTTs for a given multicast tree. The analytical results
have been verified by the simulation for a number of simple cases.
We are currently conducting extensive simulations to evaluate the
feedback-delay performance of various feedback synchronization
Irg?orithms in more general multicast-network scenarios.

Theorem Suggests that selectigto increaseVy is related to
tree heightn. As indicated by Eq. (8), to be able to take advanta
of SSPA should not be larger than—2 in which case onlyP,,,
and possiblyP; (whenA = even) are wait-free-synchronized path
and about more than a half of paths are strictly-synchronized.
Fig. 4, Na, Sa, andWy are plotted againsh with m = 50. We
observe that (1N, decreases aA increasesSa is proportional
to A; W is not monotonic andgaches its peak value whai, = [l X fha“Q'A’;RG- Shin, D. ,Sr;‘hav a??El;-E*ﬁil”’fg’&;SCa'ab'ﬁ fl'g‘ggcoatéod for
Sa andA € [1,m— 2]: (2) WhenA > m — 2, Na becomes very hmtgpt:ll(/:v?;\:w.eecss.ﬁmigﬁ?e'c;ukzgﬁér?g/papers/mcast.:;g. o .
small and flat fluctuatlng between 0 and 1; and on the other ha[}ﬁj’.]. Crowcroft and K. Paliwoda, “A multicast transport protocol,”"Rnoc. of
whenA decreases fromm — 2to 1, Na increases dramatically. If = AcM SIGCOMM pp. 247-256, August 1988.

7 is large enough, then takiny = 2 will result in the optimal case [3] L. Roberts Rate Based Algorithm for Point to Multipoint ABR Seryis&M
where all paths become wait-free-synchronized paths. In addition, Forum contribution 94-0772, September 1994.

we also observe that @venA is preferred since an evek gives [4] K.-Y. Siuand H.-Y. Tzeng, “On max-min fair congestion control for ltfuast

a largerN, than its neighbor values afdd numbers, which is ~ (5R 2eress MATREEE iﬁ’,ﬁf'l?g"? Selected Areas in Communications
consistent with Eq. (8). Thus, in general,should be taken as an

e [5] H. Saito, K. Kawashima, H. Kitazume, A. Koike, M. Ishizuka, and A. Abe,
even number within the range @& m — 2]. “Performance issues in public ABR servicéd2EE Communications maga-

Fig. 5 plots synchronization waiting-tin#&; vs. path number 2" Vol 11, pp. 40-48, November1996. oced alaorithm {
. ; K ; ; i [6] Y.-Z. Cho and M.-Y. Lee, “An efficient rate-based algorithm for point-to-
J (J +1 I,S PJ S Igngth? while \{arylngA. AlthothW] Is not a multipoint ABR service,” inProc. of GLOBECONNovember 1997.
monotonic function ofj for a givenA, W; increases on average . o .

. . . . [7] W. Ren, K.-Y. Siu, and H. Suzuki, “On the performance of congestion con-
as A rises. Thus, a smalled is desired to minimize RM-cell " o) aigorithms fo multicast ABR in ATM,Proc. of IEEE ATM WORKSHQP
RTTs on all paths. We also observe th#@f is a periodic function August 1996.
of 7 with the amplitude upper bounded ly, which verifies the [8] S. Fahmy, R. Jain, R. Goyal, B. Vandalor, and S. Kalyanaraman, “Feed-
Claim 1of Theorem 41In addition. for a givem there are a|WayS backback consolidation algorithms for ABR point-to-mulipoint connections
= . ' ' . in ATM ks,” inProc. of IEEE INF April 1998.
some wait-free-synchronized patt’{ = 0). For example, if ')? o netwo;i 'r('; rc;_o roedb o::on:: o hggs_ fon for muliicast

_ _ g _ . . . . ang an . . n, eeaback solt-syncnronization tor multicas
A= §' there .ardVA = 16 wait-free SYnChromzed paths, .Wh'?h 'é ABR flow-control in ATM networks, Technical Report, Real-Time Comput-
consistent witiTheorem %and numerical results shown in Fig. 4  ing Laboratory, EECS Dept., The University of Michigan, Ann ArtRL
with m = 50. Furthermore, Fig. 5 also shows that a smalter http://www.eecs.umich.edwkizhang/papers/ssp.ps, January 1999.
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