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Abstract—We propose a flow-control scheme for multicast ABR servicesin gested at all. Delayed congestion feedback can cause excessive

ATM networks. At the heart of the proposed scheme is an optimal second- queue build-up and cell loss at the bottleneck link. The authors
order rate control algorithm, called the a-control, designed to deal with the

variation in RM-cell round-trip time (RTT) resulting from dynamic “drift” of [5] propo_sed an |mproved Con§0|'dat|on algor'thm to speeq
of the bottleneck in a multicast tree. Applying two-dimensional rate control, Up the transient response by sending the fast overload-congestion

the proposed scheme makes the rate process converge to the available bandfaedback without waiting for all branches’ feedback during the
width of the connection’s most congested link. It also confines the buffer oc-

cupancy to a target regime bounded by a finite buffer capacity. It works well transient phase.
irrespective of the topology of the multicast tree. Using the fluid approxi- One of the critical deficiencies of the schemes described above
mation, we model the proposed scheme and analyze the system dynamics for. that th d t detect d . b h
multicast ABR traffic. We study the convergence properties and derive the 'S that they do not detect and remove non-responsive branches
optimal-control conditions for the a-control. The analytical results show that  from the feedback synchronization process. One or more non-
the scheme is stable and efficient in the sense that both the source rate a”dresponsive branches may detrimentally impact end-to-end per-
bottleneck queue length rapidly converge to a small neighborhood of the des- . : . . .
ignated operating point. We present simulation results which verify the ana- formange by DFOV.IdIng ether stale copgestlon information, or
lytical observations. The simulation results also demonstrate the effectivenessby stalling the entire multicast connection. We propossoét-
of the proposed scheme in dealing with RM-cell RTT and link-bandwidth vari- Synchronization PI’OtOCC(BSP) which derives a consolidated RM

i i hieving fai i h buffer and bandwidth occupancies. . .
ations, and in achieving fairness in both buffer a w tpanci cell at each branch point from feedback RM cells of different

Index Terms-ATM, ABR, flow control, multicast, scalability, feedback soft-  downstream branches that are not necessarily responses to the
syr_1chron|zat!on, RTT variations, a-control, second-order rate control,_ rate-  game forward RM cell in each synchronization cycle. The pro-
gain adaptation to RTT variations, buffer occupancy setpoint and fairness. . . , .

posed SSP not only scales well with multicast-tree’s height and

path lengths [6] while providing efficient feedback synchroniza-
tion, but also simplifies the implementation of detection and re-

moval of non-responsive branches. A scheme similar in spirit but

The ABR flow-control algorithm consist of two components@ifferem in terms of implementation has been proposed indepen-
determining the bottleneck link bandwidth, and adjusting titently in[4] and [3].
source transmissions rate to match the bottleneck link bandwidttAs clear from the above discussion, the problem of determining
and buffer capacity. In a multicast ABR connection, determinirtge bottleneck link bandwidth in a multicast ABR connection has
the bottleneck link bandwidth is a daunting task. The first genetgeen addressed by many researchers. Unfortunately, little atten-
tion of multicast ABR algorithms[1], [2] employ a simple hop-byition has been paid to the problem on how to adjust the transmis-
hop feedback mechanism for this purpose. In these schemes, fe@gh rate to match the bottleneck bandwidth and buffer capacity in
back RM (Resource Management) cells from downstream nodles multicast context. All of the schemes proposed in the litera-
are consolidated at the branch points. On receipt of a forward Rife retrofit the transmission control mechanism used for unicast
cell, the consolidated feedback is propagated upwards by a sin§BR connections to multicast connections. Consequently, they
hop. While hop-by-hop feedback is very simple, it does not scdilave overlooked an important but subtle problem that is unique to
well because the RM-cell RTT is gportional to the height of the multicast ABR connections. Unlike in unicast, in a multicast con-
multicast tree. Additionally, unless the feedback RM cells fromection the bottleneck may shift from one path to another within
the down stream nodes asgnchronizedt each branch point, thethe multicast tree. As a result, the RM-cell RTT in the bottle-
source may be misled by the incomplete feedback informatioveck path may vary significantly. Since the RTT plays a critical
which can cause theonsolidation nois@roblem [3]. role in determining the effectiveness of any feedback flow-control

In order to reduce the RM-cell RTT and eliminate consolidatici¢heme, it is important to identify and handle such dynamic drifts
noise, the authors of [4], [3] proposed feedback synchronizatiorpélthe bottleneck. A failure to adapt with RM-cell RTT variations
branch points by accumulating feedback frathbranches. The may either lead to large queue build-ups at the bottleneck or slow
main problem with this scheme is its slow transient response sif@nsient response.
the feedback from the congested branch may have to needlessk key component of the scheme proposed in this paper is an op-
wait for the feedback from “longer” paths, which may not be conimal second-order rate control algorithm, calleddheontrol, de-
igned to cope with RM-cell RTT variations. Specifically, besides

S
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source also adjusts the rate-gain parameter such tha't flpw-corgrgir] receipt of a feedback RM cell
performance can be adapted to the RM-cell RTT variations. Us-if (.cI =1ACI=0){ ! Buffer congestion triggering cortibns
ing the fluid approximation, we model thecontrol with binary 2. if (BCI=1){AIR:=q x AIR} | AIR multiplitcatively decreasing
. 3., plseif(BCI =0ALBCI=0){AIR:=p + AIR} ! Linearincrease

feedback, and study the system dynamics under the most stres§fuﬁlseif(301 — 0ALBCI = 1){AIR := AIR/q}; | BCItoggles
traffic condition. We develop an optimal control condition, uré. MDF := ezp(—AIR/BW_ES}T); ! Update MDF |

: _ : LNMQ:=1, LBCI:= BCI;}; | Start new measurementcycle
der which thex-control guarantges the monotonilc convergence g:_f if (CT = 0) {ACR = ACR + AIR} | ACR additivelyincreasing
system state to the optimal regime from an arbitrary initial valug. else{ACR := ACR x MDF}; | ACR multiplicatively decreasing
The analytical results show that the proposed scheme is efficienfCI := CI; ! Savedin local register fax-control
and stable in that both the source rate and buffer queue at the bot- )
tleneck rapidly converge to a small neighborhood of the desig- Fig. 1. Pseudocode for source end system.
nated operating point. The-control is also shown to well adapt
to RM-cell RTT variations in terms of buffer requirement and fair- o - '
ness. The analytical results are verified by simulation experimepg§ameterd/ R is increased additively by a step of size> 0; (iii)
with multiple multicast connections where the number, the loda-LBCI =1 andBCI =0, AIR is increased multiplicatively by
tion, and the bandwidth of bottlenecks vary dynamically. the same factor af. For all these three cases, the rate-decrease pa-

The paper is organized as follows. Section Il introduces tt[%mete'MDF (Multiplicative Decrease Factor) is adjustaccord-

proposed scheme. Section Il establishes the flow-control systjléWn tlg\;;; ezt_lmated Eo‘;tlen;cﬁgbca?%\{v[cﬂh:_g ;\g/l T. ;Il'hen,.th((ej
model. Section IV presents tlecontrol algorithm and its prop- oca @ bitis marked and itin the RM-cell receive

erties. Section V derives analytical expressions for both transi&?av_ed 'n[;]B cI "for thefpexta-otlzontrol cyclle.hThe sourcesll\\/l/vayﬁ )
and equilibrium states and evaluates the scheme’s performanc@?@rr_c'sgs t ece r—}rate ( |rst-ord er)é:ontro w ene\:er ar:h “CellIs
the single-connection case. Section VI deals with performanr eived. Using the same, opdated, rate-parameters, the source

analysis for multiple multicast connections, and compares the pI _d|t(|jv(e:ly”|r|1qcreases, Oa,mUI:'ptl;:;;'gily otlﬁcrga'\jesﬁGR (.Al' d
posed scheme with the other existing schemes through simupyved ~€ ate) according to Itinthe Rivi-cell received.

tions. The paper concludes with Section VII.

B. The Switch Algorithm

Il. THE PROPOSEDSCHEME At the center of switch control algorithm is a pair of connection-

Based on the ABR flow-control framework [7], we redefine thdPdate vectors: (Iyonn_patt_vec, the connection pattern vector
RM-cell format by adding both the cell-rate (first-order) and th&hereconn.patt vec(i) = 0 (1) indicates thé-th output port of

rate-gain parameter (second-order) control information in the std#€ Switch is (not) a downstream branch of the multicast connec-

dard RM cell to deal with RM-cell RTT variations. In particularon- Thus, conn._pattvec(i) = 0 (1) implies that a data copy

two new one-bit fieldsBCI (Buffer Congestion Indication) and should (not) be sent to theth downstream branch and a feedback

NMQ (New Maximum Queue), are defined. Our scheme distifM-cell is (not) expected from thieth downstream branch{Il)
guishes the following two types of congestion: resp_branch_vec, the responsive branch vector is initializeddto

. . . and reset td whenever a consolidated RM-cell is sent upward
Bandwidth Congestianlf the queue lengti®(t) at a switch be- - P

. from the switch. resp_branch_vec(i) is set to 1 if an feedback
comes larger than a predetermmed thres'h@}ld Fhen the RM-cell is received from thé-th downstream branch. The con-
switch sets the local' I (Congestion Indication) bit to 1.

Buffer C ionlf th . lenat t nection pattern oéonn_patt_vec is updated by-esp_branch_vec
uter hongestlgn tr: et maxtmgurf? queue |engt s E‘ @ each time when theon-responsive branch is detected or a new
switch exceeds the target bu er OcCUparyoa, WRETE - onnection request is received from a downstream branch.

Qh < Qgoai < Crmae andChy,, is the buffer capacity, then

the switch sets the loc&CT to 1. A simplified pseudocode of the switch control algorithm is

given in Fig. 2. Upon receiving a data cell, the switchlticasts

the data cell to its output ports specified dvun_patt_vec, if the

corresponding output links are available, else enqueues the data
A pseudocode for the source control algorithm is presenteddll in its branch’s queue. Mark the brancled (EFCI) , if

Fig. 1. Upon receiving a feedback RM-cell, the source must firgtieue lengtl)(¢) > Q. UpdateQ,,.. for thea-control control

check if it is time to exercise the buffer-congestion control (thgo be discussed in Section 1V) if the branch’s n@ft) exceeds

a-control). The buffer-congestion control is triggered when thte 0ldQ,q.. BCI := 1 ifits updatedQmaz > Qgoar, the target

source detects a transition from a rate-decrease phase to a tiffer occupancy.

increase phase, that is., Wh:éﬁi’f (local congesti_on iqdicator) IS on receipt of a feedback RM cell returned from a destination re-
equal to 1, and the’I field in the RM-cell received is set t0 0.cejver or a connected downstream branch, the switch first marks its

The rate-gain parameter is adjusted aqcording to the currgnt V"’HHPresponding bit in theesp_branch_vec and then conducts RM-
of the localBCT (LBCIT) and theBCT field in the RM-cell just ¢ consolidation operations. If the modulo-2 addition (the soft-

received. There are three different variations: (iBi€'1 is set sychcronization operatiomonn_patt vec @ resp_branch_vec =

to 1 in the RM-cell received, the rate-gain parametdi (Ad- 1 an 41| 1's vector, indicating all feedback RM-cells synchronized,
ditive Increase Rate) is decreased multiplicatively by a factgr of

(0 < g < 1); (i) if both LBCTI andBC1 are set to 0, the rate-gain *Note that the negative logic is used for convenience of implementation.

A. The Source Algorithm



00.0n receipt of a DATA cell:

01. multicast DATA cell based otbnn_patt_vec; ! Multicast data cell

02. if (datagu > Q) {CI := 1};! (1) Bandwidth congestion detection

03. if (datagu > Qmaz) {@ma=z := data_gu};! (2) UpdateQmaz

04. if (Qmaz > Qgoat) {BCI := 1} ! (3) Buffer congestion detection

05. else{BCI := 0};! (1), (2), and (3) are applied to all connected branches
06.0n receipt of a feedback RM cell froms-th branch:

07. if (conn_patt_vec(z) # 1) { ! Only process connected branches ("]
08. resp_branch_vec(:) := 1; ! Mark connected and responsive branch
09. MCI:= MCIv CI; ! Bandwidth-congestionindicator processing [19}
10. MBCI:= MBCIv BCI,;!Buffer-congestion indicator processing -
11. MER:= min{MER,ER};!ER information processing LTo 1
12. if (conn_pattvec ® resp_branch_vec = 1) { ! soft synchronization . . .
13. send RM celldir := back, ER := min,csp_branches MER, Fig. 3. The system model for a multicast connection.
14. CI:=, .00 oramches MCI, BCI :=
resp_orancnes

15. U ramehes M BCI); ! Send fully-consolidated RM cell up

resp_orancnes . . .
16.  no_resp_timer := Npny¢; | Reset non-responsive timer stream branch is detected and will be removed by the simple com-
17. resp_branch_vec := 0; ! Reset responsive branch vector plementary operationconn_patt_vec := resp_branch_vec @ 1,
18. MCI := 0; }}; ! Reset RM-cell control variable . -
19.0n receipt of a forward RM cell: which updatesonn._patt_vec.

20. multicast RM cell based atonn_patt_vec; ! Multicast RM cell Therefor wnstream branch which has n nt anv f _
21. if (NMQ = 1) {MBCI:= 0; Qmae := 0;};! Start new measure cycle erefore, a downstream branc ch has not sent any feed

22. no_resp_timer := no_resp_tizmer — 1; ! No-responsive branch checking back RM-cell for Ny, forward RM-cell time units will be re-

gi- if (no_resp_timer = 0) { !bThefi is some nlon-rgsponsive branch moved from the multicast tree. On the other hand, a downstream
. conn_pattwvec := resp_branch_vec @ 1; ! update connect. pattern vec. o . : . el

25. if (resp_branch_vec # 0) { ! There is at least one responsive branch ”‘?d? C.an jointhe mlumlcaSt cqnnectlon, at run-tlme_, by Su_bm'ttmg
26.  send RM celldsr := back, ER := minyesp pranches MER, a join-in request to its immediate upstream branching-switch. So,
27. CI:=J,,.0 sranches MCI, BCI:= our algorithm supports the dynamic reconfiguration of the multi-
28. L_Jresp_bmmhes MBCI); ! Send partially-consolidated RM cellup  cast tree.

29. no_resp_timer := Np,¢; | Reset non-responsive timer

30. resp_branch_vec := 0; ! Reset responsive branch vector

31. MCI:=0; MER:= ER;}};! Reset RM-cell control variables I1l. THE SYSTEM MODEL

32.0n receipt of a join request from 3-th branch:
33. conn_pattvec(j) := 0; ! Add branch in established multicast connection ~ Our proposed scheme can support both(fI)based rate con-

trol: a binary CI-bit) feedback scheme; and (Z)R-based rate-
Fig. 2. Pseudocode for intermediate switch system.  control: an explicit-rate § R-value) feedback scheme. Tio&l-
based scheme is more suitable for LANs because of its minimum
multicast signaling cost and lowest implementation complexity.
then a fully-consolidated feedback RM-cell is generated and S&qmpargd WItrCI-based SCheme’ tHeR-based scheme is more
responsive to network congestion and can better serve WANs en-

upward. But, if the modulo-2 addition is not equalltdhe switch vironments where bandwidth-del roductis large. However. th

needs to await other feedback RM-cells for synchronization. Sinﬁ 0 b © ds hen? ? m hrr_1 t:ayxp Onuii:/ St ?rgel. mo nf e, ri

the switch control algorithm does not require that a consolidated™ ased Scheme 1S much more expensive 1o Implement as com-
ared to theC'I-based scheme. In this paper, we will focus only

RM-cell ived f he f k RM-cell i . .
cell be derived from the feedbac cells corresponding P% theCI-based scheme modeling and analysis (and report the re-

the same forward RM-cell, the feedback RM-cell consolidation & .
“ R sults onE R-based scheme in another paper). We modelithe
softly-synchronized”. ) . A
based flow-control system by the first-order fluid approximation
method [8], [9], [10], [11], which uses the continuous-time func-
tions R(t) andQ(¢) as the fluid approximations of the source rate
, ) : X - and bottleneck-queue length, respectively. We also assume the ex-
if an NMQ request is received. ~Theon-responsive timer igiance of only a single bottlenetiat a time with queue length

no_resp-timer is initialized to a thresholdV,,, and reset 10 gq g toQ(¢) and a “persistent” source (the most stressful traffic
N, whenever a consolidated RM-cell is sent upward. The P'&ndition) with ACR = R(t) for each miticast connection.
determined time-out valud/,,,.; for non-responsive checking is

determined by such factors as the difference between the MAX-System Description

imum and minimum RM-cell RTTs. We use the forward RM-

cell arrival time as a natural clock for detecting/removing non- As shown in Fig. 3, a multicast connection model consists of
responsive branches (such that it will still work even in theaths with RM-cell RTTs equal tey, 73, - - -, 7, and bottleneck
presence of faults in the downstream branches). Each tim®amdwidthsuy, pa, -+, un. There is only a single bottleneck on
switch receives a forward RM-cell, the iticast connection’s each path and its location may change with tirﬁéi.) represents

no_resp_timer is decreased by one. Ho.resptimer = 0 the “forward” delay from the source to the bottleneck, ﬂ’g({‘})

(time-out) andresP‘bmnCh‘ve.c 7 0 (e, ther_e IS at_ least O"€he “backward” delay from the bottleneck to the source via the
downstream branch responsive), then the switch will stop awalit-

[ ' i i inati ; i) _ (2)

ing arrival of feedback RM-cells and immediately generate d¢stination node of theth path. ClearlyZ,”’ = =, — T . Each
partla”y_c,onSO“dat,ed RM-cell, and send it UDward' WheneveEThis is not a restriction, because thettmneck is defined as the mostrigested
no_resp_timer = 0 is detected, at least one non-responsive dowlink or switch.

Upon receiving a forward RM-cell, the switch first fttiu
casts it to all the connected branches specifiedday._patt_vec.
Then, clear@.... and the buffer congestion indicat@f BC'I



path’s bottleneck has its own queue length functigsft),2 = per bounded by the maximum buffer capaoiiy... when the
1,2,---,n. All paths in a multicast connection “interact” withmulticast-tree RM-cell RTF varies due to drift of multicast-tree
each other via their “shared” source r&é). bottleneck. This isécause rate-increase/decrease control can only

We use the synchronous model for rate control in which tieake R(t) fluctuate around the designated bandwidth, but can-
periodic update intervah is usually a fraction of the RTT. The ot adjust the rate-fluctuation amplitude that determi@gs,. .
additive increase and multiplicative decrease of rate control durfgl11]. [6], @m.c is analytically shown to increase with both
then-th rate-update interval are expressed as: and rate-gain parameter = ﬂztﬂ and can be written as a func-

tion, Qmaz (7, @), OF Qmaz(a) for a givenr. ThusQ,,.. can be
(1) controlled by adjusting in response to the variation af The
control overee — which we calle-control— is the second-order
wherea > 0 and0 < & < 1. control overR(t), providing one more dimension to control the
dynamics of the proposed flow-control.

R R,,_1 + a; additively increaseg = ATR
™7 | bRp_1; multiplicatively decreaseéh = M DF

B. System Control Factors

: . . A. a-Control
In unicast ABR service, the source rate is regulated by the mini-

mum bandwidth of all links along the path from source to destina-The «-control is a discrete-time control process since it is
tion. A natural extension of this strategy to multicast ABR serviaenly exercised when the source rate control is in a “decrease-
is to adjust the source rate to the minimum bandwidth that cesincrease” transition based on the the buffer congestion feed-
be Isypported b)_/rﬁll pgths frombthedsqgrﬁe to evqum;r mkthef back signalBCI. BCI(n) := 0 (or 1) if Qlm), < Qgoar (OF
multicast tree. The minimum-bandwidth strategy is the key fea{x) .

ture of ABR service most suitable foeliable data transmission, 2oz > @goat), WhereQgoar (@n < Qgoar < Cmas) is the

Thus, at any given time, the most congested path (with minimdatget buffer occupancy (also callecsetpoin in the equilibrium

bandwidth) in a multicast tree governs the dynamic behawor‘c(’)tpte If the multicast-tree bottleneck shifts from a shorter path to

the flow-control system. To explicitly model this feature, we in2 longer one, them will increase, makingm., larger. When

troduce the following definition, Qmam' eventually grows beyoanoal, buffer will ter_1d to over-
flow, implying that the curren& is too large for the increased
Definition 1: The multicast-tree bottleneckis the path whose The source must reduae to prevent cell losses. On the other
feedback dictates the source rate-control actions. mitiéicast- nang, if+ decreases from its current value due to the shift of the
tree RM-cell RTT is the RM-cell RTT experienced on themticast-tree bottleneck from a longer path to a shorter one, then
multicast-tree bottleneck. Qmaz Will decrease. Whe®mae < Qgoqt, ONly @ small portion
Since the multicast-tree bottleneck dictates the source rasébuffer space will be utilized, implying that the currenis too
control actions, we can analyze the multicast flow-control sysmall for the decreaserl The source should increassto avoid
tem by focusing on its multicast-tree bottleneck’s state equatiobaffer under-utilization and improve responsiveness in grabbing
Let R(t) and Q(t) be the fluid functions of the source rate andvailable bandwidth. So, feedba&lCI contains the information
the queue length at the multicast-tree bottleneck, respectivelg,RM-cell RTT variation. Keepin@;, < Qgoai < Crmae has two
andr = Ty + T, be the multicast-tree RM-cell RTT. Then, thebenefits: (1) the source can quickly grab available bandwidth; (2)
multicast-tree bottleneck state is specified by the two state vatriean achieve high throughput and network resource utilization.

ables, R(t) and Q(t). According to the rate-control algorithms Tne main purpose af-control is to handle the buffer conges-

described by Eg. (1), the multicast-tree bottleneck state equatiggg resulting from the variation of. We set three goals faz-

in the continuous-time domain are given by: control: (1) ensure tha@%w quickly converges to, and stays

Source-rate function: within, the neighborhood o€ 4,;, Which is upper-bounded by
Rlto) + a(t —to); fQ(t—Tp) < Qs Cmaz, from an arbitrary initial value by driving their correspond-
R(t) = R —(1-p)lt=te) f Ot — T > (2) ing rate-gain parametess, to the neighborhood Odtgoq; fOr a
(to)e 2P Q(—Th) 2 Qn givenr; (2) maintain statistical fairness on the buffer occupancy
Multicast-tree bottleneck queue function: among multiple multicast connections which share a common
; multicast-tree bottleneck; (3) minimize the extra cost incurred by
Q) = / [R(v —T}) — pldv + Q(to), 3) the a-control algorithm. To ach!eve t'hese goals, we propose a
to “converge and lock&-control law in which the new value,, , ; is

wherea = a/A and8 = 1+ log b: t is the current time and determined byx,, and the feedback informatid®iC'I on Q.nqz's

n n—1
to is the time of the last rate-updat€;, (Q;) is the high (low) currentand one-step-old Valu@ngm.andQ’gnam. ). Thea-control
queue-threshold for the multicast-tree bottleneck’s buffer,and 1aw can be expressed by the following equations:
min{ 1, pa, - - -, tn + IS the multicast-tree bottleneck bandwidth. .
an +p; if BCI(n—1,n)=(0,0),
IV. THE SECOND-ORDER RATE CONTROL ant1 =94 gan; i BCI(n) =1, (4)
an/g; if BCI(n—1,n) = (1,0),
As discussed in [11], increasing or decreasi@) is not ef-
fective enough to have the maximum queue length.. up- whereq is thea-decrease factor such thak: ¢ < 1 andp is the



a-increase step-size, whose values will be discussed next.

B. The Properties of the-Control

To characterize the:-control convergence, we first introduce

the following two definitions.

Definition 2: The neighborhood of target buffer occupancy

Qgoal is specified by{ @ ,,;, @2, } with

I (n) (n)
ngal - ne{%}i};,} {Qmam | Qmam S ngal} (5)
n A : (n) (n)
ngal - ne{g,lll,g,} {Qmam | Qmam Z ngal} (6)
whereQmm is governed by the proposedcontrol law.

A

Definition 3: {Q%m {Qmac(an)} is said tomonoton-
ically converge toQg..:'s neighborhood at time = »n* from
its initial valueQQ?m = Qmaz (@), if BCI(0,1,2,3,---,n* —
1,n*,n*+1,n*4+2,n*+3,---) = (0,0,0,0,---,0,1,0,1,0,---)
for ap < agoas; aNdBCI(0,1,2,3,---,n* —1,n*,n* + 1,n* +
2,n* +3,--) = (1,1,1,1,--+,1,0,1,0,1,- - ) for ap > @goar-

The a-control is applied either itransientstate, during which

5,?23 has not yet reache®,..;'s neighborhood, or irequilib-
g

rium state, in WhichQ%m fluctuates withinQg.q:'s neighbor-

hood periodically. Thex-control aims at making)%m converge

rapidly in transient state and staying steadily within its neighb
hood in equilibrium state. The following theorem summarizes
the a-control law’s convergence properties, optimal control co
ditions, and the method of computing thecontrol parameters

in both the transient and equilibrium states. Note U??Jaz and
ngal are the closest attainable points aroupgl.;, but @goa:
may not necessarily be the midpoint betwegf,,, and @},
The actual location 0f 40 betweer’, ., and@},,, depends on

all rate-control parameters and the initial valuexgf
Theorem 1:Consider the proposedcontrol law Eq. (4) which

Qgoal IS bounded by

h

anol - Qéoal
1 1
S 7—20590011 (_ - q) + T/ 8agoalQh (_ - \/6) (9)
q Va
whereag.,; is the rate-gain parameter correspondin@tQ.; .
Proof: The proof is available in [6]. |

Remarks: The a-control law is similar to, but differs from,

additive-increase/multiplicative-decrease algorithm in the follow-
ing senses. In the transient state, sheontrol law behaves like

an additive-increase/multiplicative-decrease algorithm, which ac-
commodates statistical convergence-to-fairness of buffer utiliza-
tion among the multiple multicast connections sharing a common
multicast-tree bottleneck. On the other hand, in equilibrium state,
the a-control law guarantees buffer occupancy to be locked with

its setpoint region at the first time Whe@mm reachesQ goa:'s
neighborhood, regardless of the initial valag. In contrast, the
additive-increase/multiplicative-decrease does not guarantee this
monotonic convergence sineecontrol is a discrete-time control
process and its convergence is dependert®nThe monotonic

convergence ensures tr@fﬂgm quickly converges to, and stays
within, the neighborhood of its target valag,,.;. The extra cost
paid for achieving these benefits is minimized since only a binary
bit, BCI, is conveyed from the network bottleneck and two bits
are used to store the current, and one-step-old feedback informa-
Otir(_)n, BCI(n — 1) and BCI(n), at the source. The-increase
step-sizep specified by condition (3) imheorem 1s a function of
a-decrease factar. A largeq (small decrease step-size) requests
rz‘a(smallp for the monotonic convergence. By the condition (3) of
Theorem 1if ¢ — 1, thenp — 0, which is expected since for

a stable convergent system, zero decrease corresponds to zero in-

crease in system state. According to Egs. (7), (8), and (9), when
g1, Q0 Qoat = Qgoat i.e., @).’s fluctuation amplitude
approaches zero, which also makes sense sinee 1 implies
p—0, thusQ%m approaches a constant for all

To balanceR(t)'s increase and decrease rates and to ensure the

is applied to a multicast connection with its multicast-tree bokyerage of the offered traffic load not to exceed thilboeck

tleneck characterized bQgo0, @n, andr. If (1) a = ap,
an arbitrary initial value at time& = 0, (2)0 < ¢ < 1, and

bandwidth, each time whea,, is updated by thex-control law
specified by Eq. (4), the proposed algorithm also updates the rate

2 op :
@B)p < (1 i q) ( VOsoat — v 2Q") , then (1) in transient state decrease factor b, =1 — A accordingly.

()

thea-control law guaranteeg;.;. to monotonically converge to

Qg0ai’S Neighborhood, and (2) in equilibrium state the fluctuati

amplitudes o), aroundQg,..; are bounded as follows:

h

anol - ngal

S 7—20590011 (3 - 1) + T/ 8agoalQh (\/LE - 1) (7)
anol - Qéoal

S Tzagoal(]. — q) + T/ 8agoalQh(]— - \/E) (8)

V. SINGLE CONNECTION BOTTLENECK DYNAMICS
R Equilibrium-State Analysis

The system is said to be in the equilibrium stater{%) and
Q(t) have already converged to a certain regime and oscillate with
a constant frequency and a steady average amplitude. In this state,

R(t) fluctuates aroungd, andQ%m aroundQ g.;. The fluctuation
amplitudes and periods are determined by the rate-control param-
etersa, B; link bandwidthy; target buffer occupanc®goq:; -
control parameters, g; congestion detection threshols,, @;;

and delaysl, Ty. To simplify the analysis of equilibrium state,

and the diameter of neighborhood for the target buffer occupaneg assume that the-control parameters (i.exo, Qgoal, p, andg)



RO R Rax In thei-th fluctuation cycle(i = 1,2), let R, andR%)  be
BW

— 1 R, its maximum and minimum rates, respectively, a@fd)am be its

hgc(g — e e . maximum queue length, then we have
Crna RO = p+ oi(TH) + T, + Ty) (10)
nga\ T T-F=
Q oal = i 2) 7 . .
O i B QL whereT{") = \/ 222 is the time for the queue length to grow from
OtoQy, a1 = a;oal = aéoal/q andas; = gqa; = aéoal. For
on i} L convenience of presentation, we define
Q r =
top ol T LIRS T v oW Iy Td T@ T ot
t Tq'Tol ! . . 2
T8, ST+ T +T; = T, + @n o, (11)

Fig. 4. Dynamic ofR(t) andQ(t) for a multicast VC. o
which is the time forR(t) to increase fromu to its maximum

(1) .. . i i
are properly selected according to tnditions specified iThe- Rrnaz DY exermsmg-lmear rate-increase control. Then, the maxi
mum queue length is expressed as

orem 1, such thanm converges to a symmetric neighborhood

of Quoas WhereQ o = (@', + Q" YandQ® , < Crnaz.- T, T
Q'g l . Qg l ?(ngal ngal) ngal . Q(Z) _ gt db + d (R(i) e—(l—ﬁi)% —'u,)dt
Fig. 4 illustrates the first two cycles of rate fluctuation and the*™* ~ J, o mae

associated queue-length function at the bottleneck link in equi-

librium state withay = a?,,,. At time ¢, the rate reaches theWher'ETy) = —(1_A—ﬁi) log R(L) Thus, we obtain

link bandwidthy and the queue starts to build up after a delay

of Ty. Attimeto + Ty + 74", Q(t) reaches@, and band- Q@) — %i[76) 2 4 A [aiTg?m + plog (’,‘) . (12)
width congestion is detected. After a backward delafpfthe 2 1 =G Rynoe

source receive€' I = 1 feedback and its rate begins to decrease ) )
exponentially. Q(t) reaches the peak a@(t) drops back to the LettingZ\*) be the period forp(t) to decrease fromp$ik. to @,
link bandwidthg. When the rate falls below the link bandwidthwe have

Q(t) starts to decrease. After a time periodBfelapsedQ(t) )

reachesy;, then the non-congestion conditi¢6'I = 0) is de- QW) @ = / ! (1 — e—(l—,@i)%)dt_ (13)
tected and sent backward to the source. After a deld}, pthe 0

(CI = 0) feedback arrives at the source, then the “rate-decrease ., _ _ o
to rate-increase” transition conditigocal .CI = 1 A CT = 0) So,T;" is the non-negative real root of non-linear equation:
is detected at the source. Subsequently, the source adjusts the next () ()

rate-gain parametet; to a smaller value ofa; (G, is also ad- e~ (1-F:)—5 4 1-5 [Tl(i) — M] —1=0. (14)
justed accordingly by, = 1 — 2A) since BCI(1) = 1 (due A I

to Qﬁ?m > Qgoa) is received in the feedback RM cell. Then . o @) (g
the source rate increases linearly with the newly updated rate—gyﬂ‘? minimumrate is given bit,..;,, = ue :

parameter; = gay = o!,,,. WhenR(t) reacheg after atime ~ The control period is determined by

period ofTr(l), the system starts the second fluctuation cycle. 2 2

. . — L i (4) (4) i

The dynamic behavior of the second cycle of fluctuation fol- 1 = ZE = Z [ Tq( Y41 + T + 27 4+ T )] (15)
lows a similar pattern to that in the first cycle except for the ad- =1 =1

justed rate-control parametesg andg, resulting in a longer cy- where T — _ p® s the time forE(t) to arow
cle length due to smaller increase/decrease rates. When the transtle- ! (n min)/@i+1 (t)tog

. ®) i i _
tion from rate-decrease to rate-increase is detected again for RN Erix (0 4 With the increase-rate parametef; 1 (as = c1).
second fluctuation cycle, the source sets = az/q because Note that eacl; contains two RTTs, which correspond to the two

. itions ofR(t) (from linear to exponential and then back to
Q) < Qgous, e, BCI(2) = 0, henceBCI(1,2) = (1,0). Uansitions ofE(t) (from linea P

. linear).
Butas = az/q = (ga1)/q = a1 sincea, has already converged o _
to{al,,;, ok, } in equilibrium state. Thus, the dynamic behavior The average equilibrium throughput, denotediycan be cal-

goal? . .
of the third fluctuation cycle is exactly the same as the first cycFel“.Ilated by averaging(t) over control period’, and thus we get

Likewise, the fourth cycle is the same as the second one, and so on. 2

(Tl(i) + Tp + T5)
hank MR M £

So, we can only focus on the dynamic behavior of the first fluctuz = T > [ pT) %[ngm]'a’ + R0 (ﬁ)

tion cycleTy = 2(Ty +Tb)+Tq(1)+T(§1)+Tl(1)+TT(1) and the sec- i=1 ’

ond fluctuation cycldy = 2(T; +Tp) + T8 + T + 73 4. 7). : (1 e [T ] 11%) LT RE) L i [T,(i)]"’].
We define theontrol periodto beT = Ty + Ts. 2
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B. Equilibrium-State Performance Evaluation of 7 in two different cases: (lt)zo > agoal, the rate convergence is

Assume (i) the bottleneck link bandwidth= 155 Mbps (367 underdamped, and (I1§y < <& the rate convergence is over-
cells/ms) and,q. = 750 cells, and (ii) the bottleneck is detectedlamped, where}, andagoal are functions 08 goa1, p. ¢, 7, and
at a node farthest away from the source, o= T; = 1 ms and . Denote the rate-gain parameter at the beginning of transient
7 =T, + T = 2ms. Also, we us&\ = 0.57 = 1 ms,@, = 50 state byao. Let the new bottleneck’s target rate-gain parameter
cells,@; = 25 cells, and the initial source raf®, = p as we are beag,,; which corresponds to the new bottleneck path’s RM-cell
dealing with equilibrium state. RTT 7 and target bandwidt. The following theorem gives a
formula to calculate the number of transient cycles.

goal?

Fig. 5 plots the average throughpARtvs. ¢ for different val-
ues ongoal We first focus on the ideal case wheDg.. = Theorem 2:If the initial rate-control parametet = «o, the
Jrew RM-cell RTTr = 7, and new target bandwidih = g, then

i.e.,Qmae fluctuates symmetrically above an
( goal T Qg"‘”) @ y y the number of transient cycled, is determined by

below Qg.q:. Fig. 5 shows thaR monotonically increases as
grows from0.1 to 1.0. This is expected since a smallgteads

log [2222L]

to a larger fluctuation ofr{"), and Q%m which defeats the N = " loga El 1; if @0 > @goal (16)
equilibrium-state performance &. Wheng gets larger, the fluc- [Fee= =20, if ao < @goal

tuation amplitudes OQ%E and B2, get smaller, as shown in _ . _ _ _
Theorem 1In the extreme case thn_) 1 (q cannot be equal to WherEagoal is the non-negatlve real root of non-linear equa“on:

1 sinceq = 1 means that the-control is shut down)Rmm ap- & on P2 72 i
proaches a constant value, and the equilibrium-state performance Ta + up + aoo log = Tt Goomtp — Qgoat =0
goa goa

of R attains its maximum. Fig. 5 also indicates that for the same

value ofg, a smaller value 0@ g0 = kCipnae, 0 < k < 1, leads where = 7 + . /22= and can be approximated Bigoq A

to a largerR in equilibrium state, which is also consistent with our “swl

observationsin [11], since a smal@f..; implies a smalletyg,a;. (\/ng \/_;.) if Q.00 is small

In summary, Fig. 5 shows (i) an increasingly sharp droR imhen e '

q gets smaller thaf.4, and (ii) a slow gain inR wheng > 0.6, Proof: The proof is provided in [6]. O

providing information on how to selegtfor thea-control to oper-

ate in a balanced region within which an optimal balance between

average throughput and response speed is achieved. Qpe)a,k’ and transient-state cycE®) with initial rate Ro > 0 for

thei-th transient cycle]l < i < N. We omit these expressions

here due to space limitation, and the interested readers are referred

to [6] for details. Using the analytical results, we run numerical so-

buffer requirement, we consider the worst case Wigha Z lutions to evaluate transient-state performance. Assume the same
ﬁ,oal- Fig. 6 plotsQmqz Vs. g in the worst case of buffer re- flow-control parameter settings as in the equilibrium-state analy-

quirement. Q... is observed to increase asdecreases, which sis, except thaC,., = 700 cells andQgoas = 1Cmez = 350

2
makes sense since a smaljeimplies a larger fluctuation ampli- cells, andeag is specified by, = 367 cells/ms andr, = 2

tude Ong—g’a),m MOfEOVEI’, Wheﬁy |S Vel’y Sma”, partlcu|al’|y beIOW ms. For worst case S‘tudy7 we |et the |n|t|ﬂ = Tmin é
the range 00.4-0.6, Q... shoots up quickly. Also, wheq is
beyond the range @.4-0.6, @,,... drops slowly ag increases.

We derived peak source raf”) | bottleneck gueue length

peak’

AlthoughQg,.: can be anywhere betwe€},,,; anngoal,
pending onay, in order to analyze how affects the maximum

. ~ A
minge(1,2,...n31%} ANAT = Tpae = MaXef1,..n}{7: ) Of @
multicast VC withn paths. Also, assunjg = 267 cells/ms. Fig. 7
plots N given by Eq. (16), VS(Tmaz — Tmin) for different val-
ues ofg. N is found to increase stepwise monotonically with
An equilibrium state can be broken by either the variatiom of (7mez — Tmin). This is expected since a large variation in RM-
due to the change of bottleneck location, or the change of availabd#l RTT requires more transient cycles to converge to the new
bandwidth due to the variation of the cross traffic or the numbeptimal equilibrium state. A smallerresults in a fewer number
of active VCs. The transient state can be caused by the variatiditransient cycles. Thug,measures the speed of convergence. In

C. Transient-State Analysis and Evaluation



further justifying the necessity at-control, and a larger target Ss: On-off ABR source L L

. . . 2
buffer occupancy is found to result in a faster increas@ nf. . 1 msec 1 msec
155.52Mbps 300Mbps

Fig. 8,Qpea is observed to shoot up quickly Wifftas — Timin), S Persistent ABR source &
SW

VI. MULTIPLE MULTICAST CONNECTIONS

A. Analytical Results Fig. 9. Simulation model for multiple multicast VCs.

M (> 1) concurrent flow-controlled connections with a com-
mon multicast-tree bottleneck are modeled by a single buffer angl
server shared bjf source rate®;(¢). So, the bottleneck’s buffer
gueue function at timeis

?6, Ri7, R1s equal4d ms which is 2 times 0f;'s RM-cell RTTs
via Ri1, Ry, Ri3.

We implemented the simulation model by using the NetSim
¢ (M event-driven simulator. The flow-control parameters used in the
Q) = / {Z Ri(v— T}i)) — ,u} dv + Q(to) (17) simulation remain the same as those used in the analytical so-
to \i=1 lutions for comparison purposes. Specifically;, = 50 cells,
Qgoar = 400 cells,A = 0.4 ms,q = 0.6, p = 16.67 cells/mg,

whereTJS” is the forward delay for thé-th connection. The rate andR, = 30 cells/ms; VG's ag = 57.8 cells/mé, VC, and VG's
control function remains the same as in Eq. (2), but with differeaip = 22.9 cells/m$. We letS; start att = 0, S; att = 160 ms,

rate parameters for the respective connections. Applying the 88dSs att = 822 ms such tha$; andS3 generate the cross-traffic
rived analytical results to some simple multiple connection cas&8ises against the main data traffic flow at the potential bottlenecks
we have already shown in [6] that our proposed scheme badedand Ls with the respective on-periods appearing alternately
on a-control is stable and efficient, and outperforms the schen&hout overlapping in time. Consequently, as shown in Figs. 10—
without a-control in dealing with RM-cell RTT and bandwidth19, the first two on-periods of V£and VG divide the first1178
variations, and achieving fairness in both buffer and bandwidits simulation time axis into the following 4 time periods (ms).
occupancies. For lack of space, we omit the analytical evaluatidis= [0, 160] where only VG is active;T; = [160, 520] where

in this paper and refer the interested readers to [6] for more detdfgth VG, and VG, are activeTs = [520, 822] where only VG is
Instead, in the next section we present the simulation results to@gjive;Ts = [822, 1178] where both VG and VG are active. The
verify the obtained analytical results; (2) analyze the performangiéulation results for the two different schemes are summarized
of our proposed scheme for more general cases where the Id@dFigs. 10-19, where all results witkcontrol are depicted in

tions, the number, and the bandwidth of multicast-tree bottlenedkgs. 10-14 on the left, while those withamicontrol are shown
vary with time. in Figs. 15-19 on the right. Each individual performance measure

with e-control is compared with its counterpart with@utontrol
listed in the same row.

(1) During T3. For thea-controlled scheme, Fig. 10 shows that
We carried out extensive simulations for the scenarios of copr,’s rate R, (t) converges td.; and Ls’s capacity367 cells/ms
current multiple multicast VCs with multiple bottlenecks to study55.52 Mbps) since VG is the only active VC and it grabs all the
the performance of the proposed scheme wittontrol, and com- handwidth available. Thus, durifi, there exist 2 bottlenecks lo-
pare it with schemes without-control. By removing the assump-cated atL; andLs with RTT equal t ms and4 ms, respectively.
tions made for the analytical analysis, the simulation results ac¢yenote these two bottlenecks’ total queue length§Tat, and

rately capture the dynamics of real networks, such as the noi§%3 by Qs(t) and@s(t) and their maximum bQ(z) andQ<3)
effect of RM-cell RTT due to the randomness of network envirops. Figs. 10-12 we observe that experiencing one transient cy-

ments, and RM-cell processing and queuing delays, instantaneous

(2)  _ H3 _ (2) (3)
variations of bottleneck bandwidths, which are very difficult t51€ dU€ 10@maz = Qmae = 560 > Qgoat, @maz ANA Qmae
deal with analytically. converge t@4,4:'s neighborhood3so, 446] by thec-control. So,

thea-control not only drivesk, (¢) to its target bandwidth, but also
onfines the maximum queue lengths at the bottleneoRgda's

B. Simulation Results

The simulated network is shown in Fig. 9, which consists of

::)L:tr:(e:if;dvgj r3u|r|1rr:l|<r;? terongI]h 4;";’5?2522&?;2%{ V éSiW4 neighborhood. In contrast, for the schemes withewtontrol,
1, 42, £43. 7 4 = . _ -

1,2,3, andR;; is S;’s j-th receiver. So, Vg and VG shareL; Fl(g,j' 15 l(Z)ShOW thali; (2) converges tqu, = “3_ = 367, but
and L, respectively, with VG. S; is a persistent ABR source @maz = @maz = 560 and never go down Q@goq = 400.
which generates the main data traffic flo, and Ss are two (2) During T;. VC, starts transmission, and competes for band-
periodic on-off ABR sources with on-periodl 360 ms and off- width and buffer space with VC The bottleneck aks is expected
period= 1011 ms, respectively, which mimic cross-traffic noisedp disappear sinc&:(t)'s new target bandwidth along path \ia
causing the bandwidth to vary dynamically at the bottlenecks. \igeonly a half of that vials. So,L; is the only one bottleneck with
set L;'s bandwidth capacity; to (1) 43 = ws = 155.52 Mbps; RTT = 2 ms, target bandwidth 12—',u1 for each of VG and VG,.
(2) 42 = 300 Mbps, forcing the potential bottlenecks andLs to  For thea-controlled scheme, Fig. 10 shows that the source rates
show up. Letting all links’ delays bems, S1's RM-cell RTTs via Ri(t) and Ry(t) experience two transient cycles during which



Ry (t) gives up 1 to Ra(t) until they reach the new edorium.

[scheme type  [[R: of VC{|R; of VC;|Rs of VCs]|

Fig. 11 shows that a big queue build-Gitke = 704 as are-  [Nwith a-control ||234.448  |150.671 | 147.709
sult of the superposed rate-gain parameter ffoy(¢) andRz(¢),  [fwithouta-control]| 209.367 | 143.672 | 137.655
and the reduced bottleneck bandwidth. &ycontrol, Q42), is TABLE |

driven down toQ 40.:'s Neighborhood of385, 468]. Fig. 12 shows
Qs(t) = 0, verifying that the bottleneck ais vanished. Fig. 13
is a zoom-in picture of22(¢) = Q21(¢) + Q22(t) of Fig. 11,

where t) is the per-VC queue of V{and t) is the per-
vC qucé?ljcle(o)f VG at?S”Wz, reqspectively.CFig. fsfziﬁo)licates tFr)1at irpuffer occupancy is not fair a8z = 1000, butQiizk = 740.

the first transient cyclegss (£)'s maximum@{2s, = 528, which ~ The 3 VCs’ average throughputs (for on-off sources averaging
is more than 3 times 0D3(£)’s maximumQ{22, = 175. Under over the on-period only) obtained by the simulation are compgred
a-control, Q1 (¢) andQas(t) converge to each other quickly an etween the two types of schemes in Table |I. We observe thatin all

become identical from= 391 ms. This verifies that the-control he 3 VC cases the proposed scheme wsitbontrol outperforms

law can ensure the fairness in buffer occupancy between the cgr‘ne— scheme without-control in terms of average throughput.

peting VCs. By contrast, for the scheme withautontrol, Fig. 16
illustrates thatQﬁ,me jumps up to as high a800 and stays at
900 even after the transient state. Fig. 18, the zoom-in pictureWe proposed and analyzed a flow-control scheme for ATM
of Fig. 16, shows thaDs; (£) never converges 1@22(t) even after ABR multicast services, which scales well and is efficient in deal-
the transient state, and thus the buffer space is not fairly occupikg. with the variations in the multicast-tree structure and RM-cell
(3) During Ts. After VC, goes into an off-periodR;(t) grabs RTT. We developed the-control, the second-order rate control,

all the bandwidth ofz; again. AfterR; (¢) reaches the,’s band- algorithm to handle the variation of RM-cell RTT. Analytical re-

Average throughputs (cells/ms) of schemes with and without «-control.

stays that high (arounti40) even after the transient state. More-
over, Fig. 19, the zoom-in picture of Fig. 17, demonstrates that

VIlI. CONCLUSION

width capacity, the bottleneck &g also shows up due to; = p3,
and then the total number of bottlenecks becomes 2 again. For
scheme witha-control, becaus@22(t) suddenly drops to zero as
VC, goes into an off-period, makir(gﬁ,f?m <K Qgoat, Which gen-
erates 3 consecutivBC'I = 0, thea-control's additive-increase
operatione, = an,_1 + p is executed twice during the transien
cycles untilQﬁﬁsz converges t&)4.q:'s neighborhood367, 483]
within 3 transient cycles. Note th@ﬁ,flm monotonicallycon-
verges t0[367, 483] as shown in Fig. 11. This is expected since

2
p=16.67 < (1 = ‘1) ( v Qg"‘“; v 2Q") , satisfying the condi-

(1]
tion (3) in Theorem 1 This observation further verifies the COry]
rectness of the optimal monotonic convergency condition derived
in Theorem 1 In Figs. 15-16 for schemes withawtcontrol, the
gueue and rate dynamics simply repeat their dynamids jisuf-
fering from a large buffer requirement.

(4) During T4. The rate and queue dynamics are similaZ}ts,
except that the new bottleneck is now located.gtwith a new 5]
target bandwidth = s and a longer RTT = 4 ms. For the-
controlled scheme, Fig. 11 show@,(t) = 0, indicating that
the bottleneck af.; disappeared ands is the only bottleneck.

Fig. 12 shows thaQﬁ,‘:'Zm shoots up t0928, as a result of the

doubled RTT ¢ ms) via Lz. Within 3 transient cyclesQﬁ,me

converges talg..:'s neighborhood 0f367,445] in equilibrium 6]
state. Fig. 14, the zoom-in picture of Fig. 12, shows the buffér-

occupancy fairness ensureddpycontrol. These observations ver{9]

ify that e-control can efficiently adapt to RM-cell RTT variations

in terms of buffer requirement and fairness. By contrast, in thl%]
scheme withoug-control, Figs. 16 and 17 show 2 bottlenecks: (1

a bandwidth-congestion bottleneckZat; (2) a buffer-congestion

bottleneck af.s. Fig. 17 shows tha@ﬁ,‘:’zm = 1740, almost 2 times
of that under thex-controlled scheme. More importantly,f,flm

q

(4]

(71

sults show our scheme based ercontrol to be stable and ef-
figignt in that both the source rate and bottleneck queue length
rapidly converge to a small neighborhood of the designated op-
erating point. The simulation experiments verify the derived an-
alytical results, and demonstrate the superiority of the proposed
scheme to the other schemes in dealing with the variations of RM-
Eell RTT and link bandwidth, and achieving fairness in both buffer
and bandwidth occupancies.
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Fig. 11.5W>: Total Q mae cONVerges t@ 4,4, With a-control
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Fig. 12.5Ws3: Total Q mae cONVerges t@ 4,4, With a-control

800 T T T

1.178e+06

T

)= * t
Q2()=Q2( )*8%&)

Qaa(t)
goal

700 -

600 [

500 -

400

1

300 -

200 -

100 |

0
160000 200000 250000 00000

3
time (micro-seconds)

Fig. 13.5Ws: Qa1 (t), Q22 () converge to fairess with-control
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Fig. 14.5Ws: Qa1 (t), Qa3 (¢) converge to fairess with-control
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Fig. 15.R(t)’s converge to bottleneck bandwidth hituta.-control
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Fig. 16.5W>: Total @ mae does not converge @ 404, Withouta-control
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Fig. 17.5Ws: Total Q mae does not converge @ 4,4, Withouta-control
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18.5W2: Q21 (t), Q22 (¢) do not converge to fairness withostcontrol

2000 T T

T

Qa(1)=Q31(1+Qa3()
Qai(t

Qa3(t)

1600 —

1800

T

T

1400 q

T

1200

T
1

1000

T

800 |-
600 i i R P i [T AR
400 - T i i ! | : : j ! | L

200 |- i |

0
810000 850000 900000

time (micro-seconds)

950000 le+06

Fig. 19.5Ws3: Q1 (t), Qa3 (¢) do not converge to fairness withastcontrol



