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Abstract—We propose an efficient flow and error control scheme for high- also introduces its own problems [2]. First, since the window
throughput transport protocols by using a second-order rate control, calledthe  scheme does not specify the speed of packet transmission within
a-control, and a new sliding-window scheme for error control. Thea-control — the flow.-control window, it cannot make per-connection bandwidth
minimizes the packet retransmissions by adjusting the rate-gain parameter to . . . .
the variations in the number and round-trip times (RTTSs) of cross-traffic flows guarantees for continuous media (CM) (e.g., aUd_'O and video)
that share the bottleneck. Using selective retransmission, the sliding-window data [3]. Moreover, unregulated data rates of multiple users can
scheme guarantees lossless transmission. By applying thecontrol, the pro-  easily generate a large instantaneous aggregate data rate at the bot

posed scheme can drive the flow-controlled system to a retransmission-lesstleneck router, thus causing network congestion.
equilibrium state. Using the fluid analysis, we establish the flow-control system '

model, obtain the greatestlower bound for the target buffer occupancy, andde- ~ Second, the window scheme traditionally couples error and flow
rive closed-form expressions for packet losses, loss rate, and link-transmission controls. This coupling is often problematic as it may create proto-
) .COl desian confics. For nstance, whie  arge window s desired
silts that confirm%he analytical resultsp, and demonstrate the superiority of the for high t_hrO,UthuL a Smal! Wme\_N_|5 preferred to minimize th,e
proposed scheme to others in dealing with the variations of cross-traffic flows r€transmission cost. In addition, mixing flow and error controls in
sharing the same bottleneck and their RTTs, controlling packet losses/retrans- one mechanism makes flow control vulnerable to packet losses and
missions, and achieving buffer-usage fairness as well as high throughput. delays since packet loss and retransmission decrease transmissior
Index Terms-High-throughput transport protocol, second-order rate con- ,rate significantly. Third, the perfor_mance Qf the window scheme
trol, decoupled flow and error control, Internet, TCP/IP, TCP-Friendly. is RTT-dependent. Clearly, the window size must be larger for
longer-RTT paths, but how large should it be? Theoretically, there
does not exist any upper bound that is absolutely sufficient since
|. INTRODUCTION it is proportional to RTTx [an unpredictable number of errors]
't[“hthe worst case [2]. Unfortunately, RTT varies randomly with
fe, which further complicates selection of the proper window

of any bulk data-transfer protocol are high throughput and tral ze. Moreover, a very Iarg’e window for Ionge_r-RTT paths can in
mission reliability. In theory, a packet-switched network allowgect eliminate the window’s flow-control function.
a best-effort user to have as much a network-capacity share as finally, the window scheme works poorly with a retransmission
available. In reality, however, an achievable end-to-end throughgitier due to the complicated timer design [4]. On one hand, a
is often an order-of-magnitude lower than the network capacitpnger timer tends to close the flow-control window, and hence,
Throughput is often limited by the underlying transport protocdl(,i‘duces the transmission rate and link utilization. On the other
particularly by its flow and error control mechanisms. It is diffihand, a shorter timer may easily cause false alarms which, in turn,
cult to achieve both high throughput and transmission reliabilitigger superfluous retransmissions. Moreover, the timer value is
along long-delay, high-bandwidth, and unreliable network patiso a function of RTT, which varies randomly and is difficult to
The network unreliability, delay, and unpredictable cross-traffic af¢easure in the presence of packet losses.
the major culprits for the low end-to-end performance of transportTo overcome some of the aforementioned problems with the
protocols. two types of transport protocols, the authors of [2] proposed a
There are mainly two types of flow-control schemes for trangate-based flow-control transport protocol, NETBLT [2]. Differ-
port protocols: window-based (e.g., TCP [1]) and rate-based (eigg from TCP, NETBLT employs the rate scheme and separates
NETBLT [2]). The window-based scheme dynamically adjusts tfi@w control from error control. Consequently, packet losses and
upper-bound of the number of packets that the transmitter may sé@i@ansmissions, which modify the error-control window, do not
without receiving an acknowledgment from the receiver. In th@irectly affect the rate at which data is injected into the network.
rate-based scheme, the transmitter regulates its sending rate baBidecoupling of error and flow control simplifies both compo-
on network-congestion feedback. The window-based schemé@sits considerably. The original NETBLT targeted at matching the
cost-effective as it does not require any fine-grain rate-contfsinder and receiver rates, bymored the network-congestion prob-
timer, and the window size automatically limits the load a souré@m. The revised NETBLT protocol applies the Additive-Increase
can impose on the network. However, the window-based sche@fsl Multiplicative-Decrease (AIMD) algorithm to adapt the source
rate to network congestion. However, this adaptation is effective

The work reported in this paper was supported in part by the U.S. Office of Na@nly for the case of slowly-changing available network bandwidth
Research under Grant NO0014-99-1-0465.

There has been a growing number of applications of bulk d
transmission over wide-area networks. The two key requireme
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Fig. 1. The proposed flow and error control scheme.

since the source takes a rate-control action only once each teffective than the packet-pair scheme. Realizing the inappropri-
when an entire block of data packets have been transmitted atehess of TCP for real-time applications due to the coupled error
positively or negatively acknowledged. Consequently, the sl@amd flow control of TCP, the authors of [3] present a TCP-Friendly
adaptive algorithm tends to cause either buffer overflow or und&ate Control Protocol (TFRCP) that also separates error-recovery
flow at the bottleneck. More importantly, as analyzed in [5], thieom congestion control. However, TFRCP uses a formula-based
AIMD algorithm itself cannot upper-bound the maximum queufeedback-loop approach for flow control which is different from
length at the bottleneck since the queue length is a functionefcontrol. We also use periodic exchange of state messages [12]
the superposition of the rate-gains parameters (i.e., rate rampbepveen the sender and receiver to make the flow and error control
speed) of all traffic flows that share the same bottleneck and the@rformance virtually independent of RTTs. The proposed scheme
RTTs. The unbounded bottleneck queue length can cause excses selective retransmission to save bandwidth.

sive packet losses, and thus costly retransmissions. It is difficultr,e paper is organized as follows. Section Il describes the pro-
to control the queue at a bottleneck routecause the number andygsed scheme, and using fluid analysis, Section 11l establishes the
RTTs of active cross-traffic flows sharing the same bottleneck 3{&y-control system model, and derives performance measures and
unknowna priori to the source and also vary randomly with timeg,e greatest lower bound for the target buffer occupancy. Sec-
In this paper, we propose a second-order rate-control (called tima 1V models the packet-loss behavior and derives loss-control
a-control) scheme to cope with the variations of RTTs and theerformance metrics. Section V analyzes efficiency and fairness of
number of cross-traffic flows that share the same bottleneck. tihe a-control for multiple connections. Section VI evaluates and
particular, besides adapting the transmission rate based on aampares the proposed scheme with the other schemes via simula-
gestion feedback, the source also adjusts the rate-gain parametes. The paper concludes with Section VII.
such that the number of retransmissions can be minimized while
achieving a high throughput. Unlike the TCP that uses an implicit Il. THE PROPOSEDSCHEME
congestion signal, the-control employs a mechanism, similar to
Explicit Congestion Notification (ECN) [6, 7] set by an IP router, Our proposed flow and error control scheme is illustrated in
to detect an incipient congestion. The ECN-like mechanism can frig. 1. Control packets are used to periodically convey both flow
form sources of congestion quickly and unambiguously, insteadasfd error control information. The source sends a forward control
making the source wait for either a retransmission timeout (TCPacket periodically for everA time unit, and the receiver replies
Tahoe [1]), or three duplicate ACKs (TCP-Reno [8]), to infer newith a feedback control packet. The inter-control packet interval
work congestion. As a result, the early detection of congestitmtypically a fraction of RTT. Control packet’s flow-control infor-
by using the ECN-like scheme can minimize packet losses and mgtion (ECN) is set by the receiver or IP routers when the control
transmissions caused by the TCP flow-control scheme itself[9, 10qcket passes through in either direction, and error-control infor-
Moreover, the proposed scheme uses a new sliding-windB/gtion (ACK/NACK) is updated by theeceiver before returning
scheme for error control, and also decouples it from the rate figweedPack control packet to the source. Upon arrival of a feed-
control. The error-control window can be chosen as large as R&Ck control packet at the source, the control information is split
sources permit for high throughput since the transmission ratd@: (i) the flow-control information contained in ECN for the
independent of the error-control window. Since the idea of decd@€ controlier and (ii) the error-control information contained in
pling error and flow control was first proposed in [2], it continueSCK/NACK for the error controller. That is, the proposed scheme
to draw considerable interest. A new error-control scheme calfe@fSists of separate flow-control and error-control mechanisms.
SMART (Simple Method to Aid ReTransmission) [11], also differ-
entiates error control from flow control. Our scheme differs frof. The Flow-Control Mechanism
SMART in that the SMART rate control is based on the packet-pair

scheme while ours is based on #aeontrol, which is more cost- The purpose of flow control is to dynamically adapt user de-

mands to the available bandwidth and buffer capacities. As dis-



. congestion detectionBC N -bit) differs from ECN since it pro-
00.0n receipt of Control Packet:

01.[1] Flow Control: vides one more dimension to control the dynamics of a flow-

02. if (LCN = 1 A CN = 0) {! Buffer congestion control corition controlled system.

03. if (BCN = 1){RIR:= GDP x RIR};! Dec RIR multiplicatively .

04. elseif(BCN = 0A LBCN = 0) Fig. 2 shows a pseudocode of the source rate control algo-

05. {RIR := GIP + RIR};!Increase RIR additively rithm. The flow-control information carried by the feedback con-

06. elseif(BCN =0ALBCN =1) .

o7 {RIR := RIR/GDP}: 1 BON toggles around target trol packet include€2 N and BCN. The forward control packet

08. RDP := e BIR/BW-BEST.| ppp ypdating carries a New Maximum QueueéV(M Q) bit which is used by

23' T(Lévléuqo:):{ }1{ 3 }S{tart;;}e{v}\'/ nlwulaasurementcycle o additivel the source to notify the routers along the connection path to re-
0 = = ;¢ Iner ource rate aaaitive . . ..

11. else{R:= R x RDP}TI:! Decreaseif?ti?:i?’ate multiplicativelyy calculate their maximum queue Iengths. Upon receiving a feed-

12. LCN :=CN; LBCN := BCN;! Save CNand BCN back control packet, if the source detects a transition from rate-

13.[2] Error Control: i - : ;

14. if ACK(N) received{ ! Positive Acknowledgmentreceived decrease to rate mcreasg . that is, WfI&’ﬁN (Local CN) I.S

15. Send_Left:= N; Discard packets withkt_seqn < N:}; equal to 1, and th&€ N bit in the received control packet is 0

1‘75- if EAC;((JJN ; 1:’ 'R;[C“JS,ITJC‘;I APk) ;ece,'t‘;ekdt{ ! NAC'ifle\fe'Ved — then it is the time to exercise the buffer-congestion control,
. = N Iscar ackets wi - N .

18 SendM = Send M + M. Update senders bama length or a-control. The rate-gain paramet&I R (Rate-Increase Rate)

19. Send BIT MAPE: Recy BIT_M AP} | Concatenate bitmap vectors. is adjusted according to the one-step-&@d’N value saved in

the local BCN (LBCN) and the currenBCN bit in the con-

trol packet just received. There are three cases to consider: (i)
cussed in [5], the traditional AIMD rate control, which only applief BCN = 1 then RIR is decreased multiplicatively by a fac-
direct increase/decrease (thus the first-order) control of source tateof G D P (Gain-Decrease Paramet¢f) < GDP < 1); (ii) if

R(t), is not effective enough to upper-bound the maximum qued8CN = BCN = 0 thenRIR is increased additively by a step
length @y, With the buffer capacityCy,... This is because the of size GIP (Gain-Increase Parametes) 0; (i) if LBCN =1
first-order rate control can only make(t) fluctuate around the and BCN = 0 thenRIR is increased multiplicatively by a factor
designated value, but cannot adjust the rate-fluctuation amplitudez DP. For all of these three cases, the rate-decrease parame-
that determine®).... Consequently, the first-order control onlyter RDP is adjusted according to the estimatedtlemeck band-
exercises the control over bandwidth, but leaves bottleneck buffgigith BW_EST. Then, the localV M Q bit (saved inLNM Q) is
un-controlled. In [5]Qm.. is analytically shown to increase withmarked and the receiveBC N bit is saved inLBC' N for the next
both the rate-gain parameter and the connection’s RTT. We pe&seontrol cycle. The source exercises the (first-order) rate control
posed the second-order rate control, i.e.,dheontrol [5], to deal whenever a control packet is received. Using the samepdated
with RTT variations in an ATM ABR multicast tree. RIR and RDP, the source regulates its raieusing the AIMD

In this paper, we propose the use @fcontrol to handle the algorithm, depending on the feedbaClv bit (= 0 or 1) set by the
variations in the superposition of rate-gain parameters of the treceiver or IP routers.
fic flows that share the same bottleneck, and their RTTs as well.
Basmally,a-control is a queue control mechanism at the bottInBr_ The Error-Control Mechanism
neck buffer, making... converge to the target buffer occupancy

Qgoal (StPOINt) in response to the variations of both the number ofthe proposed scheme uses both NACK error detection and
traffic flows sharing the bottleneck and their RTTs. Ifthe number gjective-retransmission recovery. Combining with selective re-
flows sharing the same bottleneck or RTT increages.. will get  transmission, a NACK contains a range of the sequence numbers
larger. Wher@rm,, eventually grows beyon@g..:, the buffer will - of packets that were lost and will be selectively retransmitted. This
likely overflow, indicating that the current value of the superpose@mbination of NACK and periodic control-packet feedback elim-
rate-gain parameter is too large. The sources of all the connectipiges the need for the usually-difficult timer design and minimizes
sharing the bottleneck must then reduce their rate-gain paramefgesgependency of error and flow-control performance on RTT.

to prevent packet losses and the subsequent costly retransmissiorﬁ. the sender, all data packets are sequence-numbered, and

On the other hand, when the measu@g.. < Qgoa, ONly a X , ; - 3
small portion of buffer is utilized, indicating that the current valu utin the Se”defs buffer before their transmission as shown in
. 1. A transmitted packet is not removed from the buffer un-

of rate-gain parameter is too small for the reduced number of CTO8Pit is correctly acknowledged. The transmitter maintains three
traffic flows or their RTTs. The sources should increase their rate- y gea.

gain parameters to avoid buffer under-utilization while improvin Zggg{’g:ﬁjgnpccgnrt“ejrmvse”raggg\;v %ﬁgﬁaﬁ{ ¢ ;kfahtg rr?a"’\‘/)grgzrgn cor-
the responsiveness by grabbing available bandwidth quickly. q P

T ) . rectly acknowledged; (iipend_Nexzt — the sequence number of
Considering the need for controlling both network bandwidipe packet to be sent next; (iizmit_Nezt — the sequence
and buffer, we define the following two types of congestion:  number of the packet to be retransmitted. Associated with the
Bandwidth Congestianlf the queue lengti@)(¢) at a router be- error-control window at the transmitter is a sender-bitmap vector,
comes larger than a predetermined thresh@}d then the Send BIT_M AP where bit 1 (0) indicates that the correspond-

router sets the local' N (Congestion Notification) bitto 1.  ing packet has (not) been acknowledged within the retransmission
Buffer Congestionlf the maximum queue lengtl®,,., at a error-control window at the transmitter.

router exceed®)goar, Where2Q, < Qgost < Cmaz (S8 As shown in Fig. 1, the receiver maintains three buffer pointer

Theorem 1) an@y,.; is the buffer capacity, then the routeq ariables: (i)Recv_Le ft — the maximum packet sequence num-

sets the locaBCN (Buffer Congestion Notification) bitto 1. per below which all packets have been correctly received; (i)
Unlike TCP that uses packet losses as an implicit congestion gify:r_Arr — the immediate-next packet sequence number that fol-
nal, we use an ECN-like scheme to detect incipient congestion dods the packet received most recentlyij) (Last_Bitmap —
avoid unnecessary packet losses. While our bandwidth-congestian value ofCur_Arr when sending the last feedback control
detection ' N-bit) is similar to the ECN mechanism, the bufferpacket in the last error-control cycle. If all packets are received

Fig. 2. Pseudocode for sending end protocol.



00.0n receipt of Data PacketP(k, CN): 00.0n receipt of a DATA PacketP(C N):

01.[1] Flow Control: 01. if (outputlink# busy){ sendP(CN Vv Local_CN) } ! Output packet;

02. Local . CN := CN V Local _CN ! Bandwidth congestion notification 02. elseif(sizeof (data_que) =¢) { dropP(CN);} ! Packetloss occurs;

03.[2] Error Control: 03. else{ enqu¢data_gue, P(CN)); } ! Buffer this packet;

04. if (Cur_Arr = Recv_ Left Ak = Cur_Arr){ 04. if (sizeof(data_gue) > Qn) {Local CN :=1;} ! Bandwidth congestion

05. Cur _Arr := Cur_Arr 4 1;! Updating next expecting sequence number 05. elseif(sizeof(data_que) < Q;) {Local.CN :=0;} ! No bandwidth congestion;
06. Recv_Left := Cur_Arr; ! Update left-edge sequence number 06. if (sizeof(data_que) > Qmaz) {Q@mae = sizeof(data_que);}

07. Last_Bimap := Cur_Arr }; ! Update starting pointer position 07. if (@maz > Qgoar) {Local BCN :=1;} ! Buffer congestion;

08. if ((Cur_Arr > Recv Left Ak = Cur_Arr) 08. else{Local_-BCN :=0;} ! No buffer congestion;

09. V (Cur_Arr = Recv Left Ak > Cur_Arr) 09.0n receipt of a feedback Control PacketP(C N, BCN):

10. V (Cur_Arr > Recv Left Ak > Cur_Arr)) { 10. CN:=Local .CN v CN;!CN processing;

11. Recv BIT_MAP[k — Last_Bitmap] := 1;! Set new bitmap bit 11. BCN:=Local_ BCN v BCN;! BCN processing;

12. Cur_Arr := k + 1; }! Update next expecting sequence number 12. send Control Packé&(C N, BC N) to upstream node;

13. if (Cur_Arr > Recv_Left A k < Last_Bitmap) { 13.0n receipt of a forward Control Packet P(NM Q):

14. Received retransmission-packet processing; 14, if (NMQ=1) {Local_BCN :=0; Qmaz := 0;} ! New measurementcycle starts;
15. Deliver all packets in sequence to user; ! Sequentially deliver; 15. send control packé&(N M Q) to downstream node.

16. UpdateRecv _Left}; ! Update left-edge pointer of error window;

17.0n receipt of Control Packet: Fig. 4. Pseudocode for IP routers.

18.[1] Flow Control:
19. CN := CN Vv Local_CN;! Bandwidth congestion notification

received packet iRecv _BIT M AP at the corresponding bit
20.[2] Error Control:

position specified byk — Last_Bitmap). Then,Cur_Arr

21. N := Recv_Left;! Correctly acknowledged packet sequence number . .
22. if (Recu_Left = Cur_Arr) { ! No lost packets; is updated by its new value+ 1.
23. send_ACK:= TRUE}; ! Need to send ACK message;
24. if (Recv Left < Cur_Arr){! Lostpackets not recoveredyet; . .
25. M := Cur_Arr — Last_Bitmap;! Length of receiver bitmap vector ¢ COHdItIOﬂ(CUJ‘_ATT > Rec.U—L.eft) A (k < Las't_thmap)
26.  send_ACK:=FALSE};! Need to send NACK message means that the current arrival is a retransmission and there are
27. if (send_ ACK = TRUE){ ; — .
%8 send control packet (ECNIOV, BC ), ACK(N))}! Send ACK still unrecovered Ios;es. kf Recv_Left, then the trans
29. else{send control packet (ECK(N, BC'N), port protocol can deliver this packet and all subsequent pack-
32- Focs BIT M A II;IACK(%{’IAlgés}ztefﬁijge_r?{cégg?;!rt?::i\?e';‘?)gnfap ets, if they are all in correct order, to the application layer.
. ecv - = 0;}!
32. Last Bitmap := Cur_Arr;! Update receiver bitmap starting position. As correctly-acknowledged paCketS are removed from the re-

ceiver buffer,Recv_Left is updated to its new position. How-

Fig. 3. Pseudocode for receiving end protocol. .
9 genap ever, if & > Recv_Left, then there must be a packet lost

correctly, thenRecv_Left = Cur_Arr. When some packets are
lost or received in error befor€@ur_Arr, a receiver-bitmap vec-
tor Recv BIT _M AP (see Fig. 1) for the current error-control

multiple times. We have developed an efficient false-alarm-
less algorithm to deal with loss of a packet multiple times, but
omitted it here due to space limit.

cycle is used at the receiver to record which packet has (nwihen a control packet is received, the receiver needs to handle
been received correctly during the current error-control cycle. Ttwo cases: (1) ifRecv_Le ft = Cur_Arr, indicating that no loss
length of Recv_BIT _M AP is determined byM := Cur_Arr — or all losses have been recovered. So, it returns A& _Le ft)
Last_Bitmap. to the source. (2) IRecv_Left < Cur_Arr, there are still unre-

A pseudocode of the source error-control algorithm is givéi@vered losses. So, it returns NACK( M, Recv_BIT M AP)
in Fig. 2. After receiving a feedback control packet, if thé0 the source, wher&V= Recv_Left and M = Cur Arr —
error-control message is ACKY), the transmitter first updates itsLast_Bitmap (see Fig 3). Then, resdtecv BIT_M AP to 0.
Send_Left by N (Recv_Left at the receiver). Then, all packetsVhenever receiving a control packéigst_Bitmap is updated by
with sequence numbers N are removed from the sender bufferCur-Arr.
If the error-control message is NACK(, M, Recv_BIT_M AP),
in addition to updatingSend_Left by N and removing all cor- C. Flow and Error Control Algorithms at Routers
rectly acknowledged packets from the sender buffer, the transmit-_. . .
ter increaseSend_BIT_M AP’s lengthSend_M by M, and con- Fig. 4 sho_vvs a pseudocode of the IP router algorithm which han-
catenateSend BIT M AP With Recv_BIT _MAP. dles three different events as follows.

A pseudocode of theeceiver error-control algorithm consists of UPON receipt of a data packetorward it if the output link is.
data and control packet processing, as shown in Fig. 3. When a idle. If the link is busy and its buffer is full, then drop this

data packeP(k, CN) is received, wheré is the packet sequence
number and” N is the ECN-bit marked by IP routers and carried

packet; else buffer the packet. Mark thecal CN bit (to
set ECN-bit in the data packet header)jft) exceedsRs.

in each data packet header, the receiver needs to deal with the fol- Local BCN := 1 (buffer congestion) ifQmaz > Qgoal;

Local_BCN := 0 otherwise.

lowing three cases: .
B o When a feedback control packeteived: mark bothCN and
« Condition(Cur Arr = Recv_Left) A (k = Cur_Arr) indi- BCN in the control packet bYiocal CN andLocal_BCN,
cates that no packets were lost (or all losses have been recov- using an OR operation.

ered) and the current arrival is also in correct order. So the\wnen a forward control packet receivedf: NMQ is set, start-
receiver just needs to increase its three receiver-buffer control ing a new rate-control cycle, the@mee := 0 and also

pointers by 1. Local_BCN := 0 for the next buffer-congestion control.

+ Condition((Cur_Arr > Recv_Left) A (k = Cur_Arr)) V
((Cur_Arr = Recv_Left) A (k > Cur_Arr)) vV ((Cur_Arr
> Recv_Left) A (k > Cur_Arr)) implies that there were A transport-layer connection under the proposed flow-control
lost but unrecovered packets, or there are new losses immetdheme is a dynamic feedback control system, which we model
ately before the current arrival, or both. In this case, the rbBy applying the first-order fluid analysis [13-16]. We assume the
ceiver needs to record the newly-lost packets and mark the jasistence of only a single bottleneck with queue lengf) and

I1l. THE SYSTEM MODEL AND ANALYSIS
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Fig. 5 depicts the system model for a transport-layer connection
under the proposed flow-control scheme. The connection model

is characterized by a set of flow-control parametef%. repre- bandwidth, each time when,, is updated by thex-control law

sents the “forward” delay from the source to the bottleneck, aggecified by Eq. (3), the proposed algorithm also updates the rate
T, the “backward” delay from the bottleneck to the source Vigecrease factor b9, = 1 — 2= A accordingly
n u .

the receiver. ClearlyJ3; = 7 — Ty, wherer is the connection’s
RTT. R(?) is dictated by the bottleneck’s currently-available bangs
width g. WhenR(t) > u, the bottleneck queue builds up, newly-"
arriving packets are dropped af@(t) reaches buffer capacity. Using Egs. (1)—(2) for the case @fm.. < €, we derive a set
The bandwidth congestion (s6tV = 1) or buffer congestion (set of rate-control performance measures. We only list some of them,
BCN = 1)is detected if2(t) > Qr or Q(¢) > Qgoa:- which will be used in this paper. Fig. 6 illustrates the dynamic
According to the rate-control algorithms described in Section fehavior ofR(t) and@Q(t). The maximum rate is given by
Itrk:g ;ltr;:eoerzgﬁgggu\g:[)) rate control can be modeled by the follow Rumas = i+ (T, + T; +Tb) = p+ (T, + 7) )

Fig. 6. Dynamics oR(t) andQ(t) for Qmaz < & (= Crmaz)-

Rate-Control Performance Analysis

R(to) + a(t —to); 1T Q(t —Ts) < Qi whereT, =,/ 22 is the time forQ(t) to reach@y, from zero. We
R(t) = {R(to)e—(l—ﬁ)(t‘go); If Q(t —T5) > Qn (1) define the time forR(¢) to increase fromu (also denoted by BW,
* - see Fig. 6) t0Rymqs as
Q) = / [R(v — Tf) — pldv + Q(to). )
/2 /2
. TmaméTf+Tq+Tb=Tf+ %+Tb27+ gh—- (5)

where “additive increase” and “multiplicative decrease” are mod-
eled by “linear increase” and “exponential decrease”, respectiveljien, the maximum queue length is expressed as
in a continuous-time domain [14} = (RIR) and8 = 1 + Toon T,
log RDP for a rate-adjustment interva, i.e., the control packet  Q,,.. = / at dt + / (Rmase 195 — u)dt  (6)
interval; o is the last rate update time instant; afg and@; are 0 0
upper and lower queue-length thresholds, respectively, used t%?\érer is the time forR(t) to drop from Ry.q, back toy (i.e.,
dicate the beginning and termination of the bandwidth conge%tiogw, see Fig. 6), and is obtained, by lettiR§T;) = u, as
The second-order rate control described in Section Il is exercised
only when the source rate control is in a “decrease-to-increase” T, = — A ad 7)

lo .
transition based on the feedbaBIC' N. According to our proposed (1-8) & Rroe

flow-control scheme in Section Il, and using Eq. (1), the seconfiﬁen the maximum queue length is obtained as
order rate control can be modeled by the following equations in the ™~

continuous-time domain:

an +p; if BCN(n—1,n)=(0,0),

(Tm+ﬁlog p ) ®)
(87

[8%
maz — _T2
Omas = ghmes + Bros

A
al—,@

Ont1 = 9% if BCN(n) = 1, (3) LetT; be the duration fo€(¢) to decrease from®, .. to @;, then
qon; i BOCN(n—1,n)=(1,0), T; can be determined by
wherep = (GIP) (p > 0) andg = GDP (1 > ¢ > 0) for rate- o gyt
adjustment interval\, anda,, > 0, ¥n = 1,2,---, c0. Since the Qmaz — Q1 = o w(l—e = )dt ©)
second-order rate control is applieddo—= d’;g*), we also call it

So,7; is the non-negative real root of the non-linear equation
a-control.

To balanceR(t)'s increase and decrease rates and to ensure the(1-5) 3t + 1- ﬂT [ Qmez — @ 1-8Y 1=0. (10)
average of the offered traffic load not to exceed théléoeck A 7 A '

1 The single bottleneck and persistent-source assumption is only needed for_the . . . _(1—
fluid model?ng analysis [13—15], but is not necessary for the simulations. € minimum rate is then given @&y, = pe~(1=F)
2Q, > 0 (but ty‘)ically smaller thaig ) is used to increase average throughp¥Ve define the rate-control cycle as
and bandwidth utilization by allowing the source to start increasing its rate earlier in
the next rate-control cycle before the queue drains out and source rate is decreased A
to too low. Also, we ch00S@ 4.4, 3> 2Q}, for the reasons described in Theorem 1. T=Ty+Ty+T1+ 27+ 1T, (12)

(Ti+T5+T)
A .



whereT, = (@ — Rmin)/c™ is the time forR(t) to grow from A. Packet-Loss Calculation
R,.:n to u with the newa™ specified by Eq. (3). The average

= - To quantitatively evaluate the loss-control performance of the
throughput, denoted b&, can be obtained b . : L
gnp bit y proposed scheme, we introduce the following definition:
o+T Trmas . .
5 2 1 /t * R(t)dt = 1 / (4 + at)dt Definition 1: Thepacket-loss rate denoted byy, is the percent-
T J:, T Jo age of the lost packets among all the transmitted packets and the
T, T, link-transmission efficiency, denoted by, is the fraction of pack-
+/ Ropase” (A Z gt 4 / (Rmin + a*t)dt] (12) ets successfully transmitted (without retransmitting them) among
0 0 all packets transmitted. Thenandn in one rate-control cycle are
whereT, = Ty + T; + 7. Simplifying Eq. (12), we obtain expressed as:
— 1 a, A AP A P
R T[MTmam+2Tmam+Rmml_ﬂ 7= o n ¥ Th (16)

. (1 _ e—(l—ﬁ)%) LT Ry + a—*Tj’]. (13) whereT is the rate-controll cycle sgepified by Eqg. (14)is the
2 number of lost packets duririj, and R is the average throughput

C. The Greatest L Bound for the Target Buffer O determined by Eg. (13). »
- 1he breatest Lower bound forihe farget Butier Lecupancy The link-transmission efficiency is an important metric for

How to choose the target buffer occupam@y..; is a practically flow and error control since it measures the percentage of link
important design problem associated with ¢heontrol. Usually, bandwidth used by successfully-transmitted packets. The follow-
as long agY4.q; can ensure the full bandwidth utilization, a smaling theorem gives an explicit formula to calculate the nunbef
Qq0a1 IS desired, because a largg,,; may increase queuing delaypacket losses from which bothandy can be derived.
and delay variations, affecting the network dynamics and stability. Theorem 2:1f a connection with buffer capacit@; < € < oo
Using the analytical results derived in Section I1I-B, the theorem under the rate-control scheme described by the state equations
given below finds the greatest lower bound €y..; and its rela- (1)—(2) and thex-control law by Eq. (3), then the number, of

tionships witha, 7, and@p. lost packets during one rate-control cy@ilés determined by:
Theorem 1:Consider a connection flow-controlled by the pro-
posed rate-control scheme described by Egs. (1) andf(#).the lg (T’rg’mm _ tf) — UTy + R A
upper queue-length threshaly, < %5 < oo, (i)itsRTT 7 > 0, 1-p
and (iii) the rate-gain parameter is controlled by thex-control . {1 _ e—%n} ; if ¢ < Tmas
law defined in Eq. (3)then the following claims hold: p= -
Claim 1: The greatest lower bound &y, (an, 7) under thex- A
control defined in Eq. (3) exists and is determined by: t(te — Tmae — Ta) + Bmac 725
120 aeo g (Qaest(oms T} =200 (1) [T ) s it > T
. a7)
Claim 2: The right-hand limit 0fQg.a(cx, 7) at @ = 0 in the
continuous-domain af exists and is determined by: where all variables are the same as defined in Section Ill, except
lim Qpeut (o, 7) = 2Qn; (15) thatte = /2 if € < LaT2,, (i€t = /% < Tne whichis

for the first part of Eq. (17)); elsk is the non-negative real root of
where all variables are the same as defined in Section Ill-A af¢ following non-linear equation for the second part of Eq. (17):
Section I11-B.

. . . . 1 A t¢—Tmas
Proof: The proof is omitted, but available on-line in [17]M §aT3wm + Rz -5 (1 _ (1A= )
Remarks on Theorem 1: Claim 1 derives the greatest lower 1
bound ofQ 4.4 (a, 7) under the proposed-control law, showing — wlte — Tonae) — € =0, if€> ZaT2, .. (18)
thatQ g0, Must be at least larger tha@, fora« > 0 and7 > 0. 2
Claim 2shows thatr must approach for Q4.4 (, 7) to converge Proof: The proof is omitted, but available on-line in [17]H

to its greatest lower bourzt);,. Combining Claim land Claim 2

we thus choos®g4..; > 2@ as specified in Section II-A. In B. Performance Evaluation of Loss Control

addition, Theorem 1 also provides the network designer with an , )

explicit guidance on how to select the upper queue-length threshConsider the bottleneck with = 367 packets/ms (155 Mbps),
old @, for any desired target buffer occupan@y,; and the given & = 400 packets@y, = 50 packets, and = 0.6. Fig. 7 plots the
buffer capacityCy,q. at routers. As shown in [17], the maximumumber of lost packets, obtained from Eq. (17), againat for
queue lengttQumqe(a, 7) increases ag)y increases, and so doedifferent RTTs7’s. Note thatp increases withw, and for a given
Qgoat(a, 7). ON the other hand, a too smak, is also undesirable & » gets larger ag increases. It is therefore necessary to ap-

because a too small, may decrease the bandwidth utilization. ply a-control to reduce the packet losses due to the increase in the
number and RTT of cross-traffic flows. Packet losses cause retrans-

IV. PACKET-LOSSANALYSIS missions, and thus affect link-transmission efficiencyn Fig. 8,

7 is plotted against: for the same parameters. As illustrated in

Since the buffer size at routers is always finite, in this section Wég. 8,1 = 1 at the beginning, implying that there is no retransmis-
focus on the case where packets are lost due to buffer overflow.sion (loss) ifa is controlled to be small enough under theontrol
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for any givenr. As « increases, Fig. 8 shows thais a decreas- Which ensures the convergencecstontrol to the efficiency and
ing function ofa, and drops faster for |arge1‘s_ For instance, fairness of buffer allocation as defined by Definitions 2 and 3.

v =1-—n < 2% of packets need to be retransmitteaifs con-  Theorem 3:Supposer connections sharing a common bottle-
trolled to be smaller than 50 packets/nfisr = = 2 ms, but to keep neck are synchronously flow-controlled by the propasemntrol.

n > 98% forT = 3.2 ms, a needs to be limited to no larger tharThen, (1) intransientstate, thex-control law is feasible and opti-
22 packets/nfs Using the NetSim [18], we also simulated packehal linear control in terms of convergence to the efficiency and
losses and link-transmission efficiency, which agree well with tligirness of buffer allocation; (2) iequilibriumstate, thex-control

numerical results (see Figs. 7-8). law is feasible and optimal linear control in terms of maintaining
the efficiency and fairness of buffer allocation.
V. EFFICIENCY AND FAIRNESS OFa-CONTROL Proof: The proofis omitted, but available on-line in [17] 1

Since Qmas (@) is a one-to-one correspondence function bggemarks on Theorem 3:Theorem 3 is an extension from band-

tweenQ,,,, anda as shown in Eq. (8), buffer-allocation contro idth con'grol [19] to buffer control, but differs from [19] as fol-
can bthandIed equivalently hyalgcgti)on control. We introduce Y(\;WS' unI!ke the bandwidth cpntrol gxerted at the control-packet
the following criteria to evaluate the-control law for buffer man- transmissionrate, the-controlis exercised once every rate-control
agement in terms af-allocation. cycle. As a result, the-control distinguishes transient state from
L equilibrium state, and applies different control algorithms in these
Definition 2: Let vectora(k) = (au(k), - - -, an(k)) be the rate 14 states, which makes (k) not only monotonically converge to,
gain parameters at time for n conn_elctlons sharing a common,,; 5150 |ock within, a small neighborhood of its targgt,;. Since
bottleneck characterized yyoa; = Qo0 (Q@gout)- Theefficiency e total allocation (k), or the number of connections, keeps on
of a-allocation is measured by the distance between the superpo&&ﬂg up and down due to cross-traffic variations in real-world net-
oz-allocation,ozt(lc)éZ?:1 a;(k), and its target valua,,,;. B works (or equivalently, the target-allocation for each @nnection
. . . is "moving” up and down), it suffices to ensure convergence to
Neither over-allocat|orut(k) > @goat, NOF under-allocation fairness/efficiency in transient state and maintain the achieved fair-
o (k) < Qgoal IS desirable and efficient, as oyer—allocatlon MaYess/efficiency in equilibrium state. Using the analytical results of
result in packet losses and under-allocation yields poor transig@ttion IIl, we conducted the vector-space analysis through two

f I drive th I " . %) of Q%\mples in a 2-dimensional vector space to show the convergence
of a-control is to drive the total or aggregateallocationa (k) of ¢, ajiocation under the:-control in terms ofa-allocation effi-

a(k) toagoa as close and as fast as possible from any initial staj§ency and fairness. The vector-space analysis and the two exam-

Definition 3: The fairness of «-allocation a(k) = (a1(k), ples are omitted for lack of sge, but are available on-line in [17].
-+-,an(k)) for n connections of the same priority sharing the

common bottleneck azt time is measured by th&irness index VI. PEREORMANCE EVALUATION
k é [E?:1 ai(k)] [}
p(a(k)) = n o, a2 ()] . . . . .
=1 % Using the NetSim [18], we have built a simulator to implement

Notice that: < ¢(a(k)) < 1. ¢(a(k)) =1 if a;(k) = ;(k), the proposed flow and error control scheme. As shown in Fig. 9,
Vi # j, corresponding to the “best” faimnesg(a(k)) = £ if a is  the simulated network carries the traffic of three connecti@ns
allocated to only one of active connections. This corresponds t62, andCs which share a bottleneck link between Router-1 and
the “worst” fairness an@(a(k)) — 0 asn — oo. So, the fairness Router-2.C;’s data packets are sent from sendgto its receiver
index@(e(k)) should converge as close to 1 as possible-asco.  Bi. The simulation parameters are bottleneck bandwidth367

The a-control is a negative feedback control over the rat@ackets/ms, RTTs = 2 ms, and Router-1's buffer size= 800
gain parameter, and computegk+1) based upon the cur- paclfets(for Qmaz < £), Or& = 400 (for Qmas > £). We Sft
rent value a(k) and the feedbackBCN(k—1,k). Thus, @n = 50 packets@goa = 300 packetsRo = 30 packets/msa =
a(k+1) can be expressed by the control functioncgg+1) =
g(a(k), BCN(k—1,k)). For implementation simplicity, we only
focus on a linear control functiog(-, -) by which we mean that
a(k+1) = p+ga(k), where coefficientp andg are determined
by feedback informatioBC N (k—1, k). The theorem given be-
low describes the feasibility and optimality of the lineacontrol, Fig. 9. The simulation model.
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Fig. 10. Dynamics oR;(t) and@Q (t) with a-control. Fig. 11. Dynamics oR;(t) andQ (t) withouta-control.

0.4 ms,q =0.6,p=2.9, a¢ = 8.7, 14.7, and17.7 packets/ra? for =367, butQ.... (see Fig. 11(b)) is always 190 durifiy, utilizing

Cy, C3, andCs, respectivelyCy starts transmitting @b =0, C2 at  |ess than 25% of buffer size without enhancing the responsiveness.
t1=245 ms, andCs att,=710 ms such that the number of activg2) During T3 (n = 2). With thea-control, Fig. 10(a) show&; (t)
connections, denoted by increases from 1 to 3. Consequently, and R,(t) experience two transient cycles during whidh ()
andt, partition the entire simulation time 1000 ms into 3 periods;ie|ds bandwidth u1 = p2 to Ra(t). Fig. 10(b) shows that a large

Ty = [0,245] with n = 1, T, = [245, 710] with n = 2, andTs =  gueue build-Ume, = 590 starting at; = 245. This is expected
[710, 1000] with n = 3. We simulated the network with and withoujyecayse increases from 1 to 2, and thus, the new superposed rate-
thea-control. The simulated source rafi(t) (i = 1,2, 3) and the gain is in effect equal to the sum 6% andCy’s rate-gains. Driven
bottleneck queue length(t) are plotted in Figs. 10(a)—(d) for thepy o _control, bothR, (t) and Ry (%) reduce their rate-gain param-
case witha-control, and in Figs. 11(a)—(d) for the case withaut giers such thap,,.. converges t@ goq1's Neighborhood within 2
control. We compare the two schemes with and withoedntrol  ransient cycles. Moreover, convergence to the buffer-occupancy
in the following two cases. fairness (verifying Theorem 3) under thaecontrol is verified by
CASE I. Qmaz < € =800 without error control. the convergence d@@; (t) andQ2(t) to each other during two tran-

(1) During T1 (n = 1). With a-control, Fig. 10(a) shows thatsient cyclegnote@(¢) = Q1(¢) + Q2(¢)). (See Fig. 10(c), a zoom-

R, (t) converges tqu;:=367 packets/ms since onlg, is active in of Fig. 10(b).) By contrast, without-control, Fig. 11(b) shows
and it grabs all available bandwidth. Figs. 10(a)—(b) show thi#iatQ®,,.. shoots up to 590 packets and remains above 520 packets
experiencing one transient cycle due@gt)’s maximum@Q... even after entering the equilibrium. Moreover, Fig. 11(c), a zoom-
=190 < Qg0a at the beginning, the rate-gain parametey)(of in of Fig. 11(b), shows that buffer occupancy is not fair because
R (t) is linearly increased bg-control such tha€.... converges @Q:(t)’s maximum, which is larger tha@2(¢)’s maximum during

to and stays withir,.4:'s neighborhood (verifying Theorem 3).transient state, becomes smaller ths(t)’'s maximum after en-
With sufficient buffer size, the increased enhances responsive-tering the equilibrium as; (= 8.7) is smaller tham, (= 14.7).

ness in grabbing newly-available bandwidth, if any. In contrag8) During 75 (n = 3). At t; = 710 ms, C3 joins in, and thus:
withoute-control, Fig. 11(a) shows thd; (t) also converges tp; increases from 2 to 3. Witk-control, Fig. 10(a) shows that after



a-Control-Based Protocols _ Non-a-Control-Based Protocols _
C; |Ttra'n.s Nirans | Nrecw |Nretra'n.s | Y | n | Rirans | Rrecv || Nirans | Nrecw |Nretra'n.s | Y | n | Rirans | Rrecy
C 1000|| 175559 175333 226|1.289e-399.871 % 175.559 175.333|| 163171 160877 2294|1.405e-2 98.595 %[ 163.171] 160.877
Co 755]| 102642/ 102489 153]1.491e-3 99.851 % 135.950 135.747|| 96142 92373 3769| 3.920e-2 96.080 %[ 127.340 122.348
Cs 290]| 27097 27048 49]1.808e-399.819 % 93.438 93.269|| 25485| 23748 1737/ 6.816e-7493.184 % 87.879 81.890
TABLE |

ERROR AND FLOW CONTROL PERFORMANCECOMPARISON BETWEEN WITH AND WITHOUTa-CONTROL.

2 transient cycles¢C; and C; both yield some bandwidth t6s packet losses and retransmissions by adjusting the rate-gain param-
such that they each take one third of the bandwjefh Again, eter to the variations in the number and RTTs of cross-traffic flows
Fig. 10(b) shows tha®,,.. increases dramatically up to 585tat that share the bottleneck. Using NACKs and selective retransmis-
as a result of”5’s joining in. With thea-control, Q... quickly sions, our error-control scheme recovers packet losses, if any. Ap-
returns to@g..:'s neighborhood within 2 transient cycles. In conplying the fluid analysis, we modeled the proposed scheme, and de-
trast, withoutx-control, after@,,.... jumped up to 700 packets (seeived the greatest lower bound for the target buffer occupancy and
Fig. 11(b)), it never drops from 700 packets throughtut the other various performance measures. d¥oontrol is analyt-
CASE Il. Quaz > € = 400: error control exerted. ically shown to be able to drive the flow-control system from any
The other parameters remain the same. Witontrol, Fig. 10(d) initial state to an optimal equilibrium state in which retransmission-
shows that packets are dropped only during the short transient (JRf# transfer is guaranteed. Our extensive simulation experiments
two cycles) state starting & andt,, whereQ(t) = £. However, confirmed the analytical findings, and demonstrated the superi-
as soon as the-flow-controlled system settles down to an equilibPfity Of the a-control to other norx-control schemes in terms
rium state, the bottleneck stops dropping packetsabse, .., ©f loss/retransmission control, link-transmission efficiency, data-
already converged to the neighborhood@f,.; upper-bounded transmission time, throughput, and buffer-occupancy fairness.
by £. Since no packets are dropped during the designated equi-
librium (thus no retransmission), we call the optimal equilibrium ACKNOWLEDGMENT
state specified by the-control theretransmission-less equilibrium i . )
state In contrast, Fig. 11(d) shows that, withawtcontrol, pack- We Woulpl like to thank the anonymous reviewers for their help-
ets are dropped not only during the transient state:(reases (Ul suggestions and comments on this paper.
att; andt,), but also after the system enters the equilibrium state.
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