436

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 11, NO. 3, JUNE 2003

Delay Analysis of Feedback-Synchronization
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Abstract—Feedback signaling playsakey rolein flow control be-
causethetraffic sourcerelieson the signaling infor mation to make
correct and timely flow-control decisions. Design of an efficient sig-
naling algorithm isa challenging task since the signaling messages
can tolerate neither error nor latency. Multicast flow-control sig-
naling imposes two additional challenges: scalability and feedback
synchronization. Previousresearch on multicast feedback-synchro-
nization signaling has mainly focused on the algorithm design and
implementation. However, the delay properties of thesealgorithms
are, despite their vital importance, neither well understood nor
thoroughly studied. In this paper, we develop both deterministic
and statistical binary-treemodelsto study thedelay per for mance of
themulticast signaling algorithms. The deter ministic model isused
to derive the expressions of each path’s feedback roundtrip time
in a multicast tree, while the statistical model is employed to de-
rivethegeneral probability distributionsof each path becomingthe
multicast-tree bottleneck. Using these models, we analyze and con-
trast the signaling delay scalability of two representative multicast
signaling protocols—the Soft-Synchronization Protocol (SSP) and
the Hop-By-Hop (HBH) scheme—by deriving the first and second
moments of multicast signaling delays. Also derived isthe optimal
flow-control updateinterval for SSP to minimizethe multicast sig-
naling delay.

Index Terms—Feedback roundtrip time (RTT), feedback-syn-

chronization signaling, multicast flow control, soft-synchroniza-
tion protocol (SSP).

I. INTRODUCTION

FLOW-CONTROL agorithm consists of two basic

components: rate control and flow-control feedback
signaling. These two components are conceptually separate
from the flow-control theory’ s standpoint, but are often blended
together in most flow-control algorithms. Rate control adapts
the source rate to the dynamic variation of available network
bandwidth. Flow-control signaling delivers the information
related to congestion and rate control between the source and
network/receivers. Consequently, this signaling is critically
important to flow control because the source relies on the sig-
naling information in making correct and timely flow-control
decisions. Designing an efficient flow-control signaling pro-
tocol is difficult because the signaling messages—unlike data
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or audio/video traffic—tolerate neither error nor alarge latency.
A signaling message could be useless or even harmful if it is
not timely and accurate. For instance, in ATM ABR service,
flow-control signaling employs the resource management (RM)
cells to convey the rate-control and congestion information
among the source rate controller, network switches, and the
receivers.

Signaling for multicast flow control introducestwo additional
problems: scalability and feedback synchronization. These two
problems are closely related in the signaling protocol for multi-
cast flow control. First, simultaneous feedback arrivals from all
downstream branches can cause a feedback implosion [1] at the
source or at a branch point, especially when the multicast tree
islarge. Hence, it isimportant for each branch point to consol-
idate the congestion information carried by the feedbacks from
its downstream branches and send only the consolidated feed-
back to its upstream node. Second, we need a feedback-syn-
chronization signaling algorithm for consolidating feedbacks
at each branch point, because different downstream branches
feedbacks may arrive at significantly different times.

The first-generation feedback consolidation algorithms
[2]-{5] for multicast ABR flow control employ a simple
hop-by-hop (HBH) mechanism to deal with the feedback-im-
plosion problem. The HBH scheme works as follows. On
receipt of one forward RM cell at each branch node, only one
consolidated feedback RM cell is propagated upward by a
single hop. While HBH ensures that at each multicast branch
point, the ratio of feedback RM cellsto the forward RM cellsis
no larger than one, its multicast signaling delay is proportional
to the multicast-tree height. Thus, HBH scheme does not
scale well in terms of multicast signaling delay. Moreover,
since the feedback RM cells from downstream nodes are
randomly consolidated without strict synchronization (or freely
synchronized) at branch points, the source may be mised by
this incomplete feedback information, causing consolidation
noise [6], [7]. So, HBH performs poorly in terms of signaling
accuracy.

Toreducethe RM-cell feedback roundtriptime (RTT) andim-
prove the multicast signaling accuracy, the authors of [6] and [7]
proposed feedback synchronization by accumulating feedback
from all branches. The main drawback of this schemeisitsslow
transient response, as the feedback from the congested branch
may haveto needlessly wait for the feedback from longer paths,
which may not be congested at al. The authors of [8] proposed
an algorithm to speed up the transient response by sending fast
congestion feedback without awaiting al branches' feedbacks
in the transient phase.

One critical deficiency of the schemes described above is
that they do not detect and remove nonresponsive branches
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during feedback synchronization. One or more nonresponsive
branches may detrimentally impact signaling accuracy and
timeliness by providing either stale congestion information,
or by stalling the entire multicast connection. In [9] and [10],
we proposed a novel feedback-synchronization signaling algo-
rithm, called the Soft-Synchronization Protocol (SSP), which
derivesasingle consolidated RM cell at each branch point from
feedback RM cells of different downstream branches that are
not necessarily responses to the same forward RM cell in each
synchronization cycle. The SSP not only scales well with the
multicast-tree topology, but also can readily detect and remove
nonresponsive branches. SSP scales better than HBH because
the feedback delay of SSP is not subject to the multicast-tree
height, but only depends on the length of the most congested
path within a multicast tree. In addition, unlike HBH, at
each branch point SSP synchronizes the feedbacks from all
connected downstream branches and thus, always extracts the
feedback congestion information from the most congested path
within the multicast tree, which ensures the feedback signaling
accuracy as far as the source's flow control is concerned.

All of the above-referenced work only focused on the
design and implementation of multicast signaling algorithms.
However, the delay properties of these algorithms are, despite
their vital importance, neither well understood nor thoroughly
studied. In this paper, we develop the deterministic and
statistical models to investigate the delay performance of
multicast signaling algorithms. The benefits of developing
these modeling techniques are twofold. First, the derived
models enable the direct quantitative comparison, which deter-
ministically and statistically shows that SSP outperforms HBH
in terms of multicast signaling delay. Our analytical results
aso show that SSP can not only support efficient multicast
signaling, but also make the effective multicast signaling delay
virtually independent of the multicast-tree’s height and path
lengths. Second, the proposed modeling technique establishes
a general signaling-delay evaluation framework for different
feedback-synchronization protocols. The modeling technique
based on ABR multicast can be applied to the signaling-delay
analysis for any other multicast flow-control algorithms.

The paper is organized as follows. Section |11 details SSP. In
Section 111, we introduce the binary-tree model and apply it to
derive the feedback signaling delay of each path for SSP and
HBH, respectively. Section |V investigates the statistical prop-
erties of multicast signaling protocols in terms of average mul-
ticast-tree RM-cell RTTsand delay variations for both SSP and
HBH. Section V describes the simulation experiments, which
verify the analytical results. In Section VI, we derive the op-
timal RM-cell interval for SSP to minimize the RM-cell RTTs
for agiven multicast tree. The paper concludeswith Section V1.

Il. DESCRIPTION OF SSP

The RM-cell flows for multicast-feedback signaling are
illustrated by Fig. 1(a) and (b) with an example of one multicast
source connected to four receivers Ry, ..., R4 through an
unbalanced binary multicast tree. The source periodically sends
the forward RM cells, which are replicated and multicast to
multiple downstream nodes at each branch point/switch while
they traverse along every path through the entire multicast tree,
forming the forward RM cell flows as shown in Fig. 1(a). Upon

Source

Source

@ (b)

Fig. 1. Forward and backward RM-cell flowsin an unbalanced multicast tree.
(a) Forward RM-cell flows. (b) Backward RM-cell flows.

the arrival of theforward RM cell at their receivers Ry, ..., Ry,
each multicast receiver returns a feedback RM cell with its
congestion indication (ClI) bit marked, or unmarked, depending
on whether the receiver is, or not, congested. The backward
RM cells return to the source, as shown in Fig. 1(b), where the
shaded, or blank, rectangular boxes denote the marked, or un-
marked, feedback RM cell, respectively. At each branch point,
the consolidated feedback RM cell is marked, or kept intact
(determined by the local branch switch’s congestion status), if
at least one, or none, of downstream branches connected to this
branch point is congested/marked.

Based on the above RM-cell flow descriptions for multi-
cast signaling given in Fig. 1(a) and (b), we now present an
overview of SSP, especialy the switch feedback-synchro-
nization algorithm [9], [10]. At the heart of SSP is a pair of
connection-update vectors: 1) conn_patt_vec, the connection
pattern vector where conn_patt_vec(i) = 0 (1) indicates the ith
output port of the switch is (nhot) a downstream branch of the
multicast connection. Thus, conn_patt_vec(i) = 0 (1) implies
that a data copy should (not) be sent to the ith downstream
branch and a feedback RM cell is (not) expected from the ith
downstream branch,t and 2) resp_branch_vec, the responsive
branch vector isinitialized to 0 (an all 0's vector) and reset to
0 whenever a consolidated RM cell is sent upward from the
switch. resp_branch_vec(i) is set to 1 if a feedback RM cell is
received from the ith downstream branch. The connection pat-
tern specified in conn_patt_vec is updated by resp_branch_vec
each time when the nonresponsive branch is detected or a new
connection request is received from a downstream branch.

A simplified pseudocode of the switch feedback RM-cell
processing algorithm is given in Fig. 2. On receipt of a feed-
back RM cell from a connected downstream branch, the switch
first marks its corresponding bit in resp_branch_vec and then
performs RM-cell consolidation operations. If the modulo-2
addition (the soft-synchronization operation), conn_patt_vec &
resp_branch_vec = 1, an al 1's vector, indicating all feedback
RM cells are synchronized, then a fully consolidated feedback
RM cell is generated and sent upward. But if the modulo-2
addition is not equal to 1, the switch needs to await other
feedback RM cells for synchronization. Notice that since the
synchronization algorithm alows feedback RM cells corre-
sponding to different forward RM cells to be consolidated with

INote that the negative logic is used for convenience of implementation.
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00. On receipt of a feedback RM cell from the i-th branch:

01. if (conn.pattvec(i) # 1) { ! Only process connected branches;

02. respbranch_vec(i) := 1; | Mark connected and responsive branch;
03. MCI := MCI v CI; ! Bandwidth-congestion indicator processing;
04. MER :=min{MER, ER}; ! ER information processing;

05. if (conn_patt vec ® respbranch_vec = 1) { ! Soft Synchronization;

06. send RM cell (dir := back, ER = MER, CI := MCI);

07. no_resptimer := Np.¢; ! Reset non-responsive timer;

08. resp branch_vec := 0); ! Reset responsive branch vector;

09. MCI:=0; MER:= ER;}};! Reset RM-cell control variables.
Fig. 2. Pseudocode for switch feedback-synchronization algorithm.

each other, the feedback RM cells are “ softly synchronized” or
“loosely synchronized” at branch nodes.

We now summarize what makes SSP different from, better
scalable than, and more accurate than, HBH, as follows.

S1. SSP can complete a feedback loop with a single for-
ward RM cell while HBH needs to send multiple for-
ward RM cells for each returned backward RM cell,
thus making SSP scale better than HBH since the re-
sulting HBH's feedback delay is proportional to the
tree height while SSP is not.

SSP employs the soft synchronization, which derivesa
consolidated RM cell at each branch point from feed-
back RM cells of different downstream branches that
are not necessarily responses to the same forward RM
cellsin each synchronization cycle, further shortening
RTT delay.

SSP forward a consolidated-feedback RM cell at each
branch point if and only if (iff) the branch point has
received at |east one feedback RM cell from each con-
nected downstream branch, ensuring the accuracy of
feedback signaling. But HBH forwards a consolidated
feedback RM cell at each branch point iff the branch
point received a forward RM cell from the upstream
without synchronizing feedbacks, which can cause
consolidation noise.

SSP can detect and remove the nonresponsive branches
or subtrees while HBH cannot.

S2.

S3.

S4.

IIl. DETERMINISTIC DELAY ANALYSIS
OF MULTICAST SIGNALING

A. The Deterministic Binary-Tree Model

To simplify the analysis of RM-cell RTTs, we quantize the
network feedback delay by assuming each switch hop to have
a uniform delay that includes the processing and propagation
delays. This assumption can be relaxed easily because the dif-
ference in switch-processing delays and the link-propagation
delays of different switch hops can be trandated into different
numbers of switch hops, each with the same delay. We use the
hop delay 7, which is the link-propagation delay in each hop,
asthe time unit in our delay analysisin Sections 111 and IV. To
study the worst case and enable performance comparison, we
only consider two types of multicast trees: balanced and unbal-
anced binary trees. Since we are only concerned with a path’s
RM-cell RTT, which is determined by its length, it suffices to
consider binary trees. Notice that in an unbalanced binary tree,
the number of paths » from the root to al leaves eguals the
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Fig. 3. Baanced and unbalanced binary multicast-tree models. (a) Balanced
tree: m = 4. (b) Unbalanced tree: m = 4.

height of thetree m, whilein abalanced binary treen = 2m~1,
Fig. 3illustrates these two types of trees with height m = 4.

Asdiscussed in [8] and [10] for ABR services, only the feed-
back from the most congested path in a mulicast tree governs
the source flow-control operations. However, the RM-cell RTT
of different paths in a multicast tree may vary sinificantly due
mainly to the difference in their lengths. Thus, we need to ana-
lyze each path’ s RM-cell RTT inamulticst tree. The individual
path’s RTT isalso affected by the feedback-synchronization al-
gorithms used. In addition, the RM-cell RTT for a given path
may vary at the beginning of the flow-control operation (in an
initial state) when feedback RM cells are not yet “regularly”
synchronized. The RM-cell RTT becomes stabl e after feedback
RM cells are regularly synchronized (in a steady state).

Using the balanced and unbal anced binary-tree model s shown
in Fig. 3, we analyze the two representative multicast signaling
protocols and derive their feedback-delay properties, which are
summarized by Theorem 1 (Corollary 1) and Theorem 2 (Corol-
lary 2) for HBH and SSP, respectively, inthefollowing sections.
The common parameters used in Theorem 1 (Corollary 1) and
Theorem 2 (Corollary 2) are defined as follows:

m  multicast tree height;

Tmax = 2m: maximum RTT;
A RM-cell interval in the unit of hop delay 7,.

B. Feedback-Delay Properties for the HBH Scheme

The following theorem derives the equations for all paths
RM-cell RTTsinan unbalanced binary multicast treewith HBH.

Theorem1: If an unbalanced multicast tree of height m > 2
is flow-controlled by HBH with A > 1 (73,), then the RM-cell
RTT, denoted by 7, (4, A), of the jth (counting from I eft to right)
path P; remains the same in both steady and initial states, and
is determined by

(4, A) =2+ jO(A) D
wherel < j < m — 1 and ©(A) isdefined by

A'/ If 2 S A S Tmax

O(A) 2 max{2,A} = {27 AT )

wherel < A < Tpax:?
Proof: The proof isavailable on-linein [11]. [ ]
Based on Theorem 1, Corollary 1 derivesthe equationsfor all
paths RM-cell RTTsin abalanced binary tree with HBH.

2Theorem 1 still holdsevenwhen A > 7. = 2. But the RM-cell update
interval A is usualy afraction of the maximum RM-cell RTT. So, we do not
consider the case of A > 7., = 2m.
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Corollary 1: If a balanced multicast tree of height m > 2
is flow-controlled by HBH with A > 1, then RM-cell RTTs of
all paths, denoted by 7,(j, A), are the same in both steady and
initial states, and are determined by

n(iA) = max (G A)}
= Timax + (m — 1)[0(A) — 2] €)

where 1 < j < 2™~ and 7,(j,A) and ©(A) are defined by
(1) and (2), respectively, for an unbalanced multicast tree of the
same height.

Proof: The proof followsby lettingj =m —1in(1). =

C. Feedback-Delay Properties for the SSP Scheme

The following lemma characterizes the synchronization re-
lationships between different paths under SSP, which lays the
foundation for Lemma 2.

Lemma 1: Consider an unbalanced multicast tree of height
m > 2. Let P; be arelatively shorter path than another path
P suchthat 1 < i < i < m — 1. If the multicast tree is
flow-controlled by SSP with A > 1, then P;’s feedback RM
cell need not wait for P;’ sfeedback RM cell for synchronization
at any branch node.

Proof: The proof isavailable on-linein [11]. [ |

Thelemmagiven below revealsfour iff conditionsfor apath’s
RM-cell RTT to attain its limiting minimum, which consists of
propagation delays only (i.e., no synchronization delay).

Lemma 2: If P; isthe jth path in an unbalanced binary mul-
ticast tree, which is defined in Lemmalforl1 < j < m —1
and is flow-controlled by SSP, then the following four claims
are equivalent for the steady-state RM-cell RTT:

Claim 1. P; sfeedback RM cell need not wait for alonger
path P;'s (j > ;) feedback RM cell to achieve feedback syn-
chronization at the first branch node from P;’s |eaf.

Claim2. P; sfeedback RM cell need not wait for feedback
RM cells for synchronization at any branch node on P;.

Clam3: 3k €{0,1,2,...} suchthat2(m—j—1)—kA =
O,wheel <j<m-1landl <A < Tpax = 2m.

Claim4: P, ssteady-stateRM cell RTT 7, (j, A) attainsits
minimum and is given by

Tu(j, A) = m&n{Tu(j, A)}=2(j+1) 4)

wherel <j<m-—1landl < A < Tax-
Proof: The proof isavailable on-linein[11]. [ |

Using Lemmas 1 and 2, we obtain the following theorem,
which derives the formulas for all paths RM-cell RTTsin both
initial and steady statesin an unbalanced binary tree under SSP.

Theorem 2: Let P; be the jth path of an unbalanced tree
as defined in Lemma l (1 < j < m — 1). If the multicast
treeis flow-controlled by SSPwith 1 < A < 7..«,2 then the
following clamshold for j = 1,...,m — 1.

Claim 1: The number of P;'s feedback RM cells going
through initial state is determined by

yAN
* = e B S .
K= max {k|2m—j=1)-kA 20} (5

STheorem 2 till holdsfor A > 7.y = 2m, but A istypically afraction of
the maximum RM-cell RTT 7p,0x = 2m.

Claim 2. P;’s RM-cell RTT in steady state is determined
by

Tu(jv A) = Tmax — ij (6)

Claim3. The:thRM-cell’'sRTT during P;’sinitial stateis
determined by the following equations:

Tmax — (1 = DA, if kT >1A1 <0 <k}
Tu(3, A1) = £ Tuld, A), if k7 >1A0>k;
Tmax7 |f k; = 0
Proof: The proof isavailable on-linein [11]. [ |

Based on Theorem 2, Corollary 2 derivesthe equationsfor all
paths RM-cell RTTsin abalanced binary tree under SSP.
Corollary 2: If abalanced binary-multicast-tree connection
of height m > 2 isflow-controlled by SSPwith A > 1, thenall
paths' RM-cell RTTs, 7,(j, A), are the samein both steady and
initial states and are determined by
A)= PG A} = e @

max

T5(J
Uy G€{1,2,m—

wherel < j < 2™~ and,(j, A) givenby (6) is P;’ SRM-cell
RTT for an unbalanced multicast tree of the same height.
Proof: The proof follows by letting j = m — 1 in (5),
whichleadsto k%, _, = 0,andthus, 7,(j, A) = 7,(m—1,A) =
Tmax DY (6). The detailed proof isavailableon-linein[11]. m
Observations on Theorem 1 and Theorem 2: Comparing
Theorem 1 and Theorem 2, we have the following observations.

O1. Theinitia-stateRM-cell RTT inHBH isthesameasin
steady state while the SSP’ sinitial-state RM-cell RTT,
if any, is larger than, and lower-bounded by, steady-
state RM-cell RTT. The initial state in SSP acts like
a“warm-up” period for feedback RM cells to be syn-
chronized at each branch, during which theinitial-state
RM-cell RTTsconvergeto their corresponding steady-
state values. The warm-up periods for P; are given by
k3 in (5).

For SSP, both initial- and steady-state RM-cell RTTs
are upper-bounded by 7., = 2m [see Claim 2 and
Claim 3 of Theorem 2 and (7)]. The increase rate of
Tu(J, A) is O(m) in the worst case. In contrast, in
HBH, theRM-cell RTT 7,,(j, A) isnot upper-bounded
by Tmax = 2m [see (1) and (3)]. Also, 7, (5, A) of
HBH isvery sensitiveto path length j + 1 and RM-cell
updateinterval A, and increases at arate up to O(m?)
in the worst case.

02.

D. Numerical Comparison Between SSP and HBH

By using Theorems 1 and 2, the numerical analyses only
focus on the unbalanced multicast tree to study the worst case
of RM-cell RTT variations. Since P;’slengthis j + 1 for j =
1,...,m—1 (seetheunbalanced treein Fig. 3), 7, (j, A) isthe
RM-cell RTT for P; with alength of 541 inan unbalanced tree.
Fig. 4(a) plots P;’s RM-cell RTT 7,(j, A) versus P;’s length
j + 1 and RM-cell interval A with tree height m = 50 for
SSP and HBH. We observethat for both HBH and SSP, RM-cell
RTTs.(j, A)’sincrease monotonically with j + 1, A, and m.
However, 7, (j,A) for HBH increases much faster, and is al-
ways larger, than that for SSP, and tends to blow up (as high
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Impact of P;’spath length j + 1, tree height m, RM-cell interval A on P;’sRM-cell RTT 7,,(j. A), max. queue length Qm.x, and average throughput

R. (@) 7.(j,A) versus (5 4+ 1,A), m = 50. (b) Qumax Versusj + 1 withm = 50. (c) R versusj + 1 with m = 50.

as 1200 7,) as j + 1, A, and m increase. In contrast, the in-
crease of 7,(j,A) for SSP is very limited as j + 1, A, and
m get larger. Moreover, 7, (j, A) for SSP is upper-bounded by
2m = 100 = Tyax asshown in Fig. 4(a), verifying Theorem 2.
Thus, as shown in Fig. 4(a), the RM-cell RTT for SSP is vir-
tually independent of path length and multicast-tree height, as
compared to the HBH scheme. Thisis because: 1) the synchro-
nization waiting timeis much longer for HBH than that for SSP,
and 2) the number of forward RM cells required for a feedback
RM cell to return from the leaf node to the root in HBH is pro-
portional tom, whilein SSP, any single RM cell can return from
the leaf node back to the root by itself.

Asanalyzedin[10] and [12], RM-cell RTTs, or path lengths,
have a significant impact on the bottleneck maximum queue
length Qmax and the average throughput R. Using Q. and
R as the functions [10] of RM-cell RTT and setting the multi-
cast-tree bottleneck bandwidth ;» = 155 Mb/s ~ 367 cellsms,
7, = 0.1 ms, A = 41, = 0.4 ms, and m = 50, Fig. 4(b) and
(C) plots Q max and R versus path length j + 1 while varying the
rate-gain parameter « [10] for HBH and SSP. In HBH, Q ax
is observed to increase dramatically [see Fig. 4(b)] while R
drops significantly [see Fig. 4(c)] as P;’ s path length and m in-
crease. This undesirable trend worsens as « gets larger. In con-
trast, in SSP with the same parameters, both @ ...’ S increase
and R’s drop are very small when j + 1 and m (even as «
varies) increase. Again, Q. and R for SSP are found to be
virtually independent of the path length and tree height varia-
tions. SSP is, therefore, more scalable than HBH in terms of
maximum buffer requirement and average throughput when the
multicast-tree topology changes.

IV. STATISTICAL DELAY ANALYSIS OF MULTICAST SIGNALING

So far, we have only focused on the deterministic properties
of the feedback-signaling delay for each individua path within
amulticast tree under HBH and SSP, respectively. However, in
areal network the multicast tree bottleneck, defined as the most
congested path (thus, dictating the source flow-control deci-
sions) of amulticast tree [10], shifts randomly and dynamically
from one path to another, depending on the network load distri-
bution. To quantitatively characterize the delay performance of
feedback-synchronization signaling for more realistic multicast
scenarios, we now statistically analyze the feedback RM-cell
delay performance of HBH and SSP across the entire multicast
tree.

A. The Statistical Binary-Tree Model

Our statistical model builds on the recently proposed random
early marking (REM) [13], [14] and the popular random early
detection (RED) schemes [15].4 The REM and RED can aso
be extended to multicast. Moreover, unicast and multicast
usually coexist in networks. In RED/REM, each router marks
the packet’s explicit congestion notification (ECN) [16] bit
with aprobability that isan exponential (REM) or linear (RED)
function of the average queue length at the output link. Like in
REM/RED, our statistical model also assumes that the ECN-bit
markings at al links are independent. We can make such an
assumption because the total number of connections in real
networks is usualy large, and their traffic routings/patterns
and network topologies are typically heterogeneous, making
the markings at different links virtually independent. However,
if the total number of connections is small or link-band-
width/buffer-size and traffic routings are amost the same, the
independent-link assumption may cause the approximation
error, which requires the further investigation [17]. Also,
notice that this independent-link assumption does not affect the
evaluation of the relative delay performance improvement of
SSP over HBH.

Our statistical analysis will focus only on the unbalanced
multicast tree since it represents the worst case, and thus, its
analysis provides the lower bound of delay performance for
multicast signaling. On the other hand, our statistical model
captures more realistic multicast scenarios by allowing multiple
concurrent bottleneck links/paths within amulticast tree. More-
over, to be able to handle any arbitrary size of the unbalanced
multicast tree and make the analysis complete, the statistical
model allows the multicast-tree height m to be arbitrarily large
and include oo as its limiting case. To formulate the statistical
analysis, we introduce the following definition.

Definition1: Therandom-marking-based unbalanced binary
multicast tree of height m consists of a set £ of links which
satisfy the following conditions:

C1. All linksin £ are labeled as shown in Fig. 5(a) for
m < oo (e.g., m = 4) and Fig. 5(b) for m — oo, such that

L eﬁé{{Ll-/L?v"'?L?rn—l}v If m < 00
’ if m — oo.

®)

4The analytical technique developed in this paper is also applicable to cases
wherealink’srandom congestion state is caused by other flow-control schemes
than REM and RED.
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Root

Pr{Li=1}=p;
Pr{L;=0}=1-P

(b)

Fig. 5. Random-marking based unbalanced binary multicast-tree model.
(a) Unbalanced tree: height m = 4. (b) Unbalanced tree: height m = oc.

C2. VL, € L, theprobability p; € (0,1) that L; ismarked
as a bottleneck link (with the ECN-bit set) is specified by

1-— ¢—’ﬁi’
p; = |: q; — mingy

max;p — mingy,

if REM isused
:| Pmax; if RED isused (9)

where g, is L,;’s average queue size, v > 0 isstep size, ¢ >
1 for REM, pmax is the maximum marking probability, and
max¢, (mingy, ) isthe high (low) queue size threshold of RED.

C3. Markingsat al linksin £ areindependent [13]-{15].m

In unicast ABR service, the source rate is regulated by
the feedback from the most congested link/switch having the
minimum available residual bandwidth on the path from source
to destination. A natural extension of this strategy to multicast
ABR is to adjust the source rate to the available bandwidth
share that can be supported by the most congested path, which
contains a link/switch having the minimum available residual
bandwidth in a multicast tree. This is the key for lossless
transmission. Thus, the feedback from the most congested path
governs the source rate. Consequently, al multicast signaling
agorithms use an oOR rule (e.g., Fig. 2) a a branch point
to consolidate the feedbacks from the different downstream
branches. Moreover, since there can be multiple bottleneck
paths (links) simultaneously in networks, we need to identify
the path that dictates the dynamics of the entire multicast tree.
Clearly, based on the oR rule, the shortest bottleneck path in a
multicast tree dominates the source’s flow-control actions and
feedback RTT. To explicitly model this feature, we introduce
the following definition.

Definition 22 Among all concurrent bottleneck paths in a
multicast tree, the bottleneck path of minimum length is called
the dominant bottleneck path, and its RM-cell RTT iscalled the
multicast-tree bottleneck RTT. ]

B. Satistical Properties of Feedback Sgnaling Delays

By using Definitions 1 and 2, Theorem 3 derives the proba-
bility of each path becoming the dominant bottleneck path.

Theorem 3: If an unbalanced multicast tree of height m as
defined by Definition 1 is flow-controlled by SSP and HBH,
respectively, then the following claims hold:

Clam1: If m — oo, then there exists one and only one
dominant bottleneck path, and the probability (P, c0) that
path P, becomes the dominant bottleneck path, is given by

2(k—1)
(Py,00) = (par—1 +pok — pas—1p2x) [ (1—pi) (10)

=1

wherek=1,...,00and 0 < p; < lisgiven by (9).

Clam 2. Thereis one and only one dominant bottleneck
path and ¢ ( Py, o) given by (10) satisfies

klim Y(Pg,00) =0

- 1
lim th/)(Pk,oo) =1. (12)
k=1

Clam3:. If m < oo, then there is at most one dominant
bottleneck path, and the probability v ( Py, m) that path P;. be-
comes the dominant bottleneck path is determined by

(Py,m)
P1+p2—p1p2, if k=1
2(k—1)
(p2k—1+pok—p2k—1p2k) [[ (1=pi), ifk<m—1
a 2(m—1) =
Pom—1 H (1—p:), if k=m

=1

(12)

where p; isgiven by (9), and ¢ (Px, m), given by (12), setisfies

Zq/}(]’k,m) <1

k=1

(13)

Proof: The proof isavailable on-linein [11]. [ |
Remarks on Theorem 3: The first part of (11) is expected,
asalonger bottleneck path is aways dominated by a coexisting
shorter bottleneck path. Thus, when & — oo asm — oo, Py
is always dominated by a shorter bottleneck path since 0 < p; <
1,7 = 1,...,00, where p; statistically represents the traffic
load level at link L;. The second part of (11) also makes sense
because as tree height m — oo and 0 < p; < 1, there aways
is (with probability 1) one and only one dominant bottleneck
path in amulticast tree. Moreover, the second part of (11) shows
that (P, 00) satisfies the Probability Mass Function (PMF)
normalization condition, validating that +( Py, co) given by (10)
isavalid PMF. Onthe other hand, (13) impliesthe possibility of
nonexistence of any dominant bottleneck path in the multicast
treeif m < oo, which is also expected because of link marking
probability p; € (0, 1).

Using Theorem 3 and assuming p; = p V4,5 Theorem 4 gives
the probabilities of the dominant bottleneck path, analyzes their
dynamics, and derives thefirst and second moments of the mul-
ticast-signaling delay under HBH and SSP for the homogeneous
case: p; = p Vi—aspecia case which sufficesto assesstherel-
ative delay-performance improvement of SSP over HBH.

Theorem 4: Let a multicast tree defined by Defini-
tion 1 be flow-controlled by SSP and HBH, respectively,
with the RM-cell update interval A. If m < oo and
0 < pi=p<1Vie{l..,2m— 1}, then the fol-
lowing claims hold:

SThe analytical results derived from this special case can be easily extended
to amore general case where p;’s are different for¢: = 1,...,2m — 1. The
derivations for the generalized case remain almost the same as derived here.
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Fig. 6. Probability distributions of dominant bottleneck path. (a) ¢( P, p, m) versusk and m. (b) v(Py, p, m) and its CDF versus k. (c) k* versusp.

Claim 1. Theprobability 1 ( Py, p, m) that path P;, becomes
the dominant bottleneck path is determined by

ifk<m-1
ifk=m

—p)(1—p)2*-b),

d}(kap'/ m) = {p(Z _ p)Q(m—l)7

p(1
(14)
Clam2: (P, p, m) atainsthe unique maximum given by

the following equations:

k—1
1 1 .
= _ (15)
1 om — 2\ 2D
2m—1<2m—1> Ik =m

where the unique marking probability maximizer p* isgiven by

A
* = arg max U(P,p,m
p g0<p§11/( P> m)

— 1
1-— k— ifk<m-—1
= k (16)
! ifk=m
2m—1’ o
Clam3: The means of multicast-tree RM-cell RTT,

denoted by Tssp(m) and Tupu(m) for SSP and HBH, respec-
tively, are determined by the following equations:

Tssp(m) = 2m [1 p)2m= 1)] A(2p —p?)
—1
(m—k-1) o N\2(k=1)
2 {7A J (1-p)

+ 2mp(1 — p)*m = (17)
Tupu(m) = 2 [1 - (1- p)z(m—”] + % [(m -1)

(L= p) = m(l = p)2m ) 1]

+p(1—p)*m 2+ (m - 1)0(A)]  (18)

where ©(A) is defined by (2).

Clam4: The variances of multicast-tree RM-cell RTT,
denoted by o24p(m) and oy (m) for SSP and HBH, respec-
tively, are determined by the following equations:

[1—(1 _p)2m= 1)} ;Sfig

[m-1)a=p)?" = m(1-p) 2 1]
RS —
+(m?=1)(1=p)*" | +2 [ (1=p)*=m(1—p)*"
+ (m=1)(1=p)*" D | Jp(1-p)*C)

.[2+(m—1)®(A)]2—{2(2(_Ap)2 [(m—1)

(1=p)*" = m(1=p)*" ) 1]

+2 [1—(1—1))2(’”’1)} +(1-p)>"Vp
2
+m-De)]| 20
where ©(A) is defined by (2).
Proof: The proof isavailable on-linein [11]. ]
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Fig. 7. Propertiesof dominant bottleneck path probability-distribution functions. (8) ¢( Py, p, m) versusp. (b) v* (P, p*, m) versusk and m. (€) ¥( Py, p, m)

versus (p, k).

Remarkson Theorem4: Assuming p = p; Vi, and observing
(14), (P, p, m) isfound to be astrictly monotonic decreasing
function of path length £ and the multicast-tree height m.
Fig. 6(a) plotsthe PMF ) ( Py, p, m) versus k and m, also con-
firming the above observations. This is not surprising because
a longer bottleneck path is more likely to be dominated by a
shorter one. In fact, thisis a desired feature of SSP because the
SSP's effective multicast-tree RM-cell RTT is upper-bounded
by the maximum RM-cell RTT (2m) and is virtually indepen-
dent of the multicast-tree height. Fig. 6(b) plots the Cumulative
Distribution Function (CDF) for ¢ ( Py, p, m), which converges
tolask, m — oo, confirming that ¢)( Py, p,m) isavalid PMF.

Equation (14) also indicatesthat path Py’ s ( Py, p, m) isnot
a monotonic function of p. (P, p, m) atains the maximum
»*(Pr,p*, m) given by (15), as a function of p, which statisti-
cally reflects the traffic load. Solving the first part of (16) for &
with agiven p, we get k*éLl/(p(Q —p))|, where Py is most
likely to be the dominant bottleneck path for agiven p. When p
departs from p*, 9 ( Py, p, m) convergesto zero as either p — 0
or p — 1, asshownin (14). Thisis expected because a small
p implies that the traffic load is low, making the longest path
the most likely dominant bottleneck path Py, while alarge p,
implying a heavy traffic load, makes the shortest path the most
likely dominant bottleneck path Py . If the path P, hasalength
somewhere between the longest and shortest paths, ¢ ( Py, p, m)
convergesto zeroasp — 0 or 1.

Also, p* and ¢*(Py,p*, m) are both the monotonic de-
creasing functions of k, because ¢(Py,p,m) is a strictly
decreasing function of k£ and, as k increases, p must decrease to
ensure alonger path to be the most-likely dominant bottleneck
path, which, in turn, reduces p*. Fig. 6(c) plots the path number
k* of the most likely dominant bottleneck path versus p based
on k*(=|1/(p(2 — p))]), and shows that k* decreases as p
increases. That is, the higher the traffic load, the shorter the
most-likely dominant bottleneck path. This makes SSP based
on REM or RED very suitable for multicast flow control,
since the multicast-tree RM-cell RTT dtatistically adapts to
network traffic load variations. Fig. 7(b) plots ¢* (P, p*,m)
versus k and m. We observe that * (P, p*,m) drops very
quickly when k and m increase, making the longer path have
a relatively smaller probability to become the most-likely
dominant bottleneck path as compared with the shorter path
[see dso Fig. 7(c)].

By applying (14), Fig. 7(a) shows how the network traffic
load and multicast-tree height affect the dominant bottleneck

path probability by plotting ¢ (P, p,m) versus p with m
varying. Fig. 7(a) shows that there exists a unique maximum
* (P, p*,m) & p = p* for each given m. As m increases,
the entire 1/)( 'm, D, ) decreases, confirming the above obser-
vations. InFig. 7(c), ¢ ( Pk, p, m) is plotted as afunction of two
independent variables, p and k. We observe that for each given
path Py, (P, p,m) attains its unique maximum at p* while
both ¢*( Py, p*, m) and p* are monotonic decreasing functions
of k. This also confirms our analytical findings.

Tupu(m) and Tssp(m) are important performance metrics
for multicast signaling since they represent the average RM-cell
RTT of amulticast tree. Clearly, small 7pgu(m) and Tssp(m)
are desired because a small feedback delay can improve feed-
back accuracy and system responsiveness. Equations (17) and
(18) indicate that both 7ssp(m) and Tugu(m) are functions
of A and m. So, the selection of A affects the average multi-
cast signaling delay. On the other hand, o551 () and o2qp (m)
represent the variation amplitudes around the average multi-
cast signaling delay for HBH and SSP, respectively. Also, small
o (m) and o34 (m) are desired because they impact the sta-
bility and transient performance of flow control. Likewise, (19)
and (20) indicate that o24p(m) and oy (m) are functions of
A and m. So, A aso affects the variation of average multicast
signaling delay.

Corollary 3, given below, following directly from Theorem 4
by letting m — oo for the (homogeneous) case of p; = p Vi,
gives the probability of the dominant bottleneck path, charac-
terizes its dynamics, and derives the first and second moments
of multicast signaling delay for HBH and SSP, respectively.

Corollary 3: Let a multicast tree defined by Definition 1
be flow-controlled by HBH and SSP, respectively, with the
RM-cell update interval A. If the tree height m — oo and
link-marking probability 0 < p; = p < 1 Vi € {1,...,00},
then the following claims hold:

Claim 1. The probability ¢( Py, p, o) that P becomesthe
dominant bottleneck path is determined by

W (Pr, p,00) = p(2 — p)(1 — p)*~V (1)
wherek = 1,...,00. Also, (P, p, 00) givenin (21) satisfies

the following normalization condition:

n}ﬂ%ozdj (Py,p,00) = 1. (22)



Clam2: (P, p, co) attainsthe unique maximum given by

1 1 k—1
V" (Pe,p*,00) = { % (1 B z) o Tk <oo (g3
0, if k — oo
where the marking probability maximizer p* is given by
*2 arg max (P, p,00)
p = g0<p<1 ks P
k-1 .
— 1—\/7, if k&<oo (24)
0, if £k — o0
wherek =1,..., .
Clam3: The means of multicast-tree RM-cell RTT,

denoted by Tupr(oo) and Tssp(oo) for the HBH and SSP
schemes, respectively, exist and are determined as follows:

4p — 2p? + O(A)

TupH(00) = 2 — (25)
2
| 2(m— k- 1)
S ECSE I

where ©(A) is defined by (2).

Claim4: The variances of multicast-tree RM-cell RTT,
denoted by o3pp(cc) and odqp(co) for the HBH and SSP
schemes, respectively, exist and are determined as follows:

(1-p)*0%(A)

UI%IBH(OO) = (2 _p)2p2 (27)
2 T 2 (227—]72)
o5gp(00) = W}Ego 4m* — =2 {4mA
m—1
2{2771 k_lJ(l—p)2k’—A2
k=1
{2 m—k—1) J (1—p)2k}
k=1
A2p —p°)
- {Zm - (1-pp

where ©(A) is defined by (2).
Proof: The proof isavailable on-linein [11]. [ |
Remarks on Corollary 3: While m doesnot attain co in real
networks, Corollary 3 ensures the existence and convergence
of finite means and variances for the dominant bottleneck-path
probability distribution derived in Theorem 3. This makes our
statistical analysis complete and meaningful. Thiscorollary also
states the trend of means and variances of SSP and HBH when
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m s large. For instance, by (25) we observe that T (o) is
proportional to the RM-cell interval A (or ©(A)) for agiven p.
In contrast, by (26), we observethat 7ssp (co) isupper-bounded
by themaximum RM-cell RTT, 2m, regardlessof p and A. Like-
wise, (27) indicates that o3 5;; (o0) is proportional to ©%(A) or
A? while 024 (00) is also upper-bounded as shown in (28).

C. Numerical Evaluation of Delay Satistics for SSP and HBH

Using the analytical results derived in Section IV-B, we nu-
merically compare the statistical delay properties for HBH and
SSP. The plots of 7upu(m) and Tssp(m) versus tree height
m with A varying, in Fig. 8(a), show that 7ugu(m) is much
larger (=6 times), and increases much faster, than Tssp(m).
Moreover, Tgpu (m) is more sensitiveto A than 7gsp(m). Un-
like Tugu(m), Fig. 8(a) shows that 7ssp(m) isvirtualy inde-
pendent of m. Likewise, we have the similar observations from
Fig. 8(b) that plots delay variations opgu(m) and ogsp(m)
versus m with A varying. Thus, the multicast signaling delay
and delay variations for SSP scales much better than those for
HBH in terms of the multicast-tree height and structure.

With m = 25 and A = 20, Fig. 8(c) plots Tppu(m) and
Tssp(m) versus link marking probability p of the network
traffic load. We observe that both Tgpp(m) and Tssp(m)
have their respective unique maximum. This is expected since
¥ ( Py, p, m) has the unique maximum with respect to p. More-
over, the maximum of 7w (m) isfound to be about eight times
larger than that of Tsgp (m) whilethe maximizer (p = 0.037) of
THBH (m) |S§|ght|y smaller than that (p = 0.044) of ?ssp(m).
So, the SSP significantly outperforms the HBH in terms of the
first moment of multicast-signaling delays. When p increases
beyond the maximizer, both 7upu(m) and Tssp(m) decrease
quickly since the dominant bottleneck path tends to be short
as p increases. This implies that the multicast-signaling delay
of SSP can dtatistically adapt itself to the network traffic-load
dynamic variations. Likewise, we have the similar observations
from Fig. 9(a) that plots opgu (m) and ossp(m) versus p. This
implies that the multicast signaling delay variation of SSP is
statistically much more stable than that for HBH.

To examine the asymptotic properties of 7Tugu(m),
Tssp(m), ousu(m), and ossp(m) astree height m getslarge,
their numerical solutions as the function of p (with A = 20,
form = 25 < oo and m — oo) are plotted in Fig. 9(b) and
(c), respectively, showing the convergence of Tpgu(m) —
TupH(00), Tssp(m) — Tssp(00), oupu(m) — oupa(0),
and ogsp(m) — ogsp(00), asymptotically as m — oco. We
obtain the following observations.

01. Asm — oo, the extreme points of p for Tagu(co),
FSSP(OC), OHBH(OO)7 and Ussp(OO) dlsappear, and
they become monotonic decreasing functions of p.
Thisis expected since p* = 0 and ¢* (P, p*,00) = 0
ask,m — oo asshown in (24) and (23).

Tupu(m) and Tsgp(m) converge to Tupu(co) and
Tssp(00), respectively, and both are lower-bounded
by the same bound for each scheme, as p — 1.
This also confirms our analytical results, because
limpH1 THBH (m) = limpH1 FHBH(OO) =2+ @(A)
by (25), which is the lower bound of HBH's RM-cell
RTT given by (1) for path P;, and lim,_,; Tssp(m) =
lim,_,1 Tsgp(00) = 2m — A[2(m — 2)/A| by (26),

02.



ZHANG AND SHIN: DELAY ANALY SIS OF FEEDBACK-SYNCHRONIZATION SIGNALING FOR MULTICAST FLOW CONTROL

445

180 T T T T T T 140 T v T
A=17:SS5P - A=17 : SSP

2 ~ 120

S £

1 S

a 4100

= &

- £

X -~

g 3 80

g &

H g ®

H] H

z E@ 40

%

) ¢

o

L

T ¥ T

Fssp
Eftgn

100

B e

o

L
15
Multicast-tree height (m)

@

Muiticast-tree height (m})

(b)

Eftgep(m)] and E[typy(m)] with m = 25, A = 20

1 e 0 1 1 1 L
20 25 30 35 0 0.1 0.2 03 04 0.5 0.6 0.7
Link Marking Probability (p)
(©

Fig.8. Comparison of meansand variances of multicast-tree RTT between HBH and SSP schemes asthe multicast-tree height m < oo. (8) Tssp (), Tasu(m)
Sp.

versus m. (b) ossp(m), ousu(m) versus m. (C) Tssp(m), Tupu(m) versu

T 140 T T T T T 300 T Y T T T T T 250 T Y T T
> Ax20 : E[tggp{m)] : m<infinite A=20 : 6ggp(m) : m<infinite
g 120 1 = 250 A=20 : E[tggp{m)] : m=infinite H A=20 : Oggpim) : m=infinite -
S E A=20 : E[tygy(m)] : minfinite = 200 H A=20 : Og(M) : meinfinite -------
g 100 4 3 ng(m)] : meinfinite {1E A=20 : opgpy(m) : mainfinite
£ & 200 3
T 80 4 W 4 ®
E 2 150 T
I 60 1 = 7=
¢ € 100 & :
40 {3 43 Y TS
2 3 & iy T
Y20 1 & s0 1% s
g S ,
g 0 o b= PR s sasas s ok ; ; ; ; :
¢ 0 01 02 03 04 05 06 07 08 09 1 0 005 01 015 02 025 03 035 04 0 0.05 01 0.15 0.2 0.25
Tree Height (m) Link Marking Probability (p) Link Marking Probability (p)
@ (b) ©

Fig.9. Statistical properties(asm < o) and asymptotic properties of multicast-tree RTT for HBH and SSP asthe multicast-tree height m — oc. (8) oupu(m
) versus p. (€) ossp(c0), oasn(oco) versus p.

ossp(m) versusp. (b) Tssp(o0), Tasn (oo

which isthelower bound of SSP'sRM-cell RTT given
by (6) for path P;.

ogpu(m) and osgp(m) converge to oppp(co)
and ogsp(o0) as m — oo, respectively, and both
converge to 0, as p — 1. This aso confirms our
analytical results, because from (20) and (27), we
have lim, 1 o%gg(m) = lim,_1 o&gg(cc) = 0,
and from (19) and (28), we have lim,_.; o2sp(m) =
lim,_; 03gp(00) = 0.

When m getslarge, Tugu (m) and Tssp (m) drop very
quickly as p increases, eg.,, asp > 0.1, i.e, when
the network is busy for more than 10% of the time,
Tssp(m) aready converges closely to the lower bound
(lim,—1 Tssp(m) = 2m — A|2(m — 2)/A| = 10).
In contrast, 7ypu (m) does not converge closely to its
lower bound (lim, .1 Tapu(m) = 2+ A = 22) until
traffic load p is beyond 40%-50%. Likewise, asimilar
behavior is found for ogpu(m) and ossp(m). Thus,
SSP’'s multicast signaling delay and its variation con-
verge to the lower bound much faster than the HBH's,
making SSP adapt to the network traffic load much
faster than HBH in terms of multicast signaling delay.

03.

04.

V. SIMULATION RESULTS

Using the NetSim [18], we simul ate the network with concur-
rent multiple multicast/unicast virtua circuits (VCs) and mul-
tiple bottlenecks to study and contrast the statistical delay per-
formance of SSPand HBH. Fig. 10 showsthesimulated network
model, consisting of 16 switches, SW1,SW,, ..., SWyg4, con-
nectedvial5links L, ..., L15 asan unbalanced multlcast tree

)

: Multicast Source;  VCj : i-th ON-OFF Virtual Circuit;
+i-th Receiver; Pj :i-th Path of Multicast Tree;

/_633 Li :i-thLink;
VG Wl
( Ls ‘)'( Ls X

L,
5w, SWs

VG,

VG,
L,

>SW3

Ry

L{

O : i-th Switch;
W,

N

4
0
J' Ws

B

M

P,
Fig. 10. Simulation model for delay analysis of bottleneck RTT with m = 8.

TABLE |
RTT (MILLISECONDS) OF EACH PATH FOR
THE SIMULATED NETWORK MODEL

Path Name: P]’ ”Pl|P2|P3|P4|P5IP6|P7|P3

7B (j,A) ] 8 [14]20]26[32]38[44[44

7SS (j, &) 4 [10]1010 161616 |16
I (59 4] 6|8 [10[12]1416[16
min.

of height n = 8. The simulated network contains one multicast
connection with a persistent ABR traffic source, starting from
sender MSto eight receiversMR, . . . , MRg through the multi-

cast treeand forming eight paths P, . . ., Ps. Weset up 15inde-
pendent random ON-OFF unicast VCs, each of which is denoted
by VC; going through link L; for i ,15. VC; acts as
independent random cross-traffic sharing L; s bandwidth with
the multicast connection. The activity intensity of VC,; deter-
mines the congestion marking probability p; for link L;. When



446

18 T T T T T T T ¥ T
Simulation: tggp(m) ——r
16 | )
14 + 1
@
E 12 1
E
z A
.5‘7’ 10 1
° 1
oL L’ l LLY ]
4

0 1000 2000 3000 4000 5000 6000 7000 8000 S000 10000
time (ms) withp = 0.3
(a)
9.5 T T T T T T T T T
85
2
= 75}
E
@ Simulation: E[1ggp(m)] ——
0% 65 Simulation: USSS:,,(m .......
2
® 55 4
€
a
2 45 A
. )
e .
35 "f A
25 L L 4 4 it L i 1 i

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
time (ms) withp = 0.3
(b)

Fig.11. Simulated multicast-tree bottleneck RM-cell RTTsand their statistics
for SSP. (a) Instant multicast-tree delay Tssp () versust. (b) Statistics Tssp ()
and ossp(t) versust.

these bursty VC,’ srandomly switch between ON and OFF states,
the multicast-tree bottleneck changes randomly from one path
to another, making the multicast-tree bottleneck RM-cell RTT
vary dynamically and randomly, as shown below.

We set the bandwidth ; = p = 155 Mb/s (ATM Forum
standards) for each L; Vi, and link (or hop) delay 7, = 1 ms
(milliseconds) to approximate the propagation delay of 300 km,
atypical single-hop distance for the ATM wide area networks
[19]. Thus, al paths RTTs, 7IBE(5 A) and 755P (4, A), are
obtained by (1) and (6), respectively, and are listed in Table I.
The last row in Table | gives the physically limiting minimum
for RTT, rLimit( ;) of each path. The RM-cell interval A is set
to 6 msasafraction of 7. = 2m = 16 ms. A small A yields
more up-to-date feedback at expense of high signaling band-
width overhead. However, too small a A may cause an oscilla-
tory dynamics of flow control, degrading the system stahility.
On the other hand, too largea A cannot timely convey the feed-
back to the multicast source, thus making the feedback informa-
tionstale. Thus, A needsto befinely tuned by making atradeoff.

The link marking probabilities, p; (i = 1,...,15), are gen-
erated by 15 independent [0, 1]-uniformly distributed random-
number generators, R;, which control the 15 cross-traffic VC;'s
ON-OFF statesand their activity intensities. Theentiresimulation
observation time 7" is divided into IV repeated observation slots
T,k =1,...,N,and T = Eﬁzl T}.. At the beginning of
each observation slot 7%, £k = 1,...,N,VC;, i = 1,..., 15,
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enters an ON (OFF) state and stays there for a period of 1, if
R; < p; (R; > p;). This yields a multicast-tree bottleneck
RM-cell RTT observation 7(t) at the end of 7}.. Notice that
since the 15 random cross-traffic VC;'s independently switch
between oN and OFF states at any T} controlled by R;, there
may be multiple congested links/paths during some overlap-
ping ON periods. Repeating the above observation in T;’s in-
dependently for k = 1, ..., N, we obtain N multicast-tree bot-
tleneck RM-cell RTT observations (1), . .., (¢t ). Then, the
means 7 and standard deviations o of the multicast-tree bottle-
neck RM-cell RTT can be estimated through their time-sample
averages, 7(T') and 5 (T'), respectively, over T as follows:

Fz%(T):%/O 7(t) dt

'1 pe (29)
o~ 5(T) = || = / (1) = F(T))? dt

T Jo

where 7(t) isthe instant multicast bottleneck RM-cell RTT ob-

served at time ¢ during the simulation run.

Fig. 11(a) plots the simulated time sample of the mul-
ticast-tree bottleneck RTT of SSP for p;, = p = 0.3 and
N = 100 over T. We set T = 10000 ms because 7(T)
and o(T) aready converge approximately to their statistical
averages, T and o, respectively, ast — T = 10000 ms (as
shown in Figs. 11(b) and 12(b), respectively). Fig. 11(b)
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plots the running sample-average Tssp(¢) and standard devi-
ation osgp(t) of the multicast-tree bottleneck RTT by (29).
The ending values of Tssp(T) and Gssp(T) over T give
FSSP(T) =~ ?Ssp(m) and agSP(T) =~ O’SSp(m), respectively,
for p = 0.3. Fig. 11(a) shows that Tgsp(t) evolves randomly,
depending on the probabilities of ON-OFF cross-traffic sessions
over T. However, Tssp(t) is aways bounded from above by
Tmax = 2m = 16 mssand from below by 7Limit(1) = 4 ms,
confirming Theorem 2 (see also Table I). Fig. 11(b) shows that
Tssp(T) — 7.78 msand 6ssp(T) — 3.51 ms, approximately
converging to the statistical averages 7ssp(m) and ossp(m)
ast — T for p = 0.3 [see Fig. 13(a) and (b)], respectively.
Likewise, we have similar observations from Fig. 12(a) and
(b), which plot the corresponding simulation results with
p = 0.2 for HBH. However, rypg (¢) isbounded from above by
Tmax = 2m = 44 ms7and from below by 7Limit(1) = 8 ms,
confirming Theorem 1 (see also Table l). Fig. 12(b) shows that
?HBH(T) — 17.0 msand Ggpu(7’) — 9.7 ms, converging ap-
proximately to the statistical averages7upu(m) and ogpn(m)
ast — T forp = 0.2 [see Fig. 13(a) and (b)], respectively.
Fig. 13(a) and (b) plot the simulated means Tssp(m) and
THBH (m) and standard deviations Jssp(m) and UHBH(m> of
multicast-tree bottleneck RTTsversusp, and comparethem with

6The slight exceed of 7ssp (*) upper bound over 16 msasshownin Fig. 11(a)
is due to switching processing delays.

"Thedlight exceed of Ty (#) upper bound over 44 msasshownin Fig. 12(a)
is due to switching processing delays.
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the corresponding analytical results[given by (17)—(20) in The-
orem 4] derived for SSP and HBH, respectively. Comparing
Fig. 13(a) and Table I, one can observe that the statistical aver-
ages of multicast-tree bottleneck RTTs for both SSP and HBH
are generally smaller than the upper bound of the deterministic
RTT on each path. This is because the probability (P, p, k)
of the dominant bottleneck path favors the path Py (k* = 3)
which is closer to P; than P; or Pg. The simulation results
also show the existence of the respective unique p* maximizing
Tssp(m) andTypu(m), respectively, verifying that ) ( Py, p, k)
has the unique maximum with respect to p for each path P, as
shown in Theorem 4.

Fig. 13(a) and (b) also shows that SSP's average multicast
signaling delay over p is always smaller than the upper bound
of wLimit(;) as shown in Table I. In contrast, HBH'’s average
multicast signaling delay can be larger than the upper bound of
the physically limiting minimum 7Limit(5) for certain values of
p. The statistics collected from simulations show that, on av-
erage, the signaling delay for SSP is only about one half of that
for HBH asillustrated in Fig. 13(a). This advantage remains un-
changed when p variesin its simulated range. Hence, the multi-
cast flow control under SSP is more responsive, and thus more



efficient, than HBH. Moreover, Fig. 13(b) shows that the varia-
tion of multicast signaling delay for SSP is much smaller than
that for HBH. So, SSP is more stable than HBH in terms of the
multicast signaling delay. In addition, Fig. 13(a) and (b) also
shows that the simulation results agree well with the analytical
results, thusverifying the correctness of modeling and analytical
results for both the deterministic analysis derived in Section |11
and the statistical analysis derived in Section 1V.

V1. ON SELECTION OF RM-CELL UPDATE INTERVAL A

A. Relationships Between RM-Cell RTTsand A Under SSP

Unlike unicast, A has significant impact on multicast sig-
naling delay. To quantify thisimpact, weintroduce thefollowing
definition.

Definition 3: If P;'sfeedback RM cell is synchronized only
with the feedback RM cells corresponding to the same forward
RM cell, then P; is said to be strictly synchronized. [ |

P,,—1 isalwaysstrictly synchronized sinceit is synchronized
only with P,,. Theorem 5 describes the three iff conditions (as
afunction of A) to identify the strictly synchronized paths.

Theorem 5: If P; is the jth path of an unbalanced multi-
cast tree, which is defined in Lemmal (1 < j < m — 1)
and flow-controlled by SSP, then the following three claims are
equivalent:

Claim 1: The number of P;’s RM cells going through the
initial state, k7 = 0, where k7 is defined by (5) in Theorem 2.

Claim 2. P; isastrictly synchronized path.

Claim 3. P;’sRM-cell RTT attains the maximum: 2m.

Proof: The proof isavailable on-linein [11]. [ |

Remarks on Theorem 5: The strictly synchronized path has
the largest RM-cell RTT, and hence, the number of strictly syn-
chronized paths should be minimized. As shownin (5), alarger
A resultsin alarger number of strictly synchronized paths, and
thus, the smaller A, the better.

Definition 4: Let W; be the net waiting time for the P;’s
feedback RM cell to synchronize with feedback RM cells via
the other paths at al consolidating branch nodes aong P;. If
W; = 0, then P; is said to be wait-free synchronized. |

Clearly, P,,_1 is adways wait-free synchronized according
to Lemma 1. Since P,,_; is both strictly synchronized and
wait-free synchronized, we exclude P,,_; from al the fol-
lowing theorems and treat P,,,_; separately. Theorem 6 derives
formulas for W; and establishes the iff condition to identify
wait-free synchronized paths, al of which are functions of A.

Theorem 6: If P; isthe jth path of an unbalanced multicast
tree, which is defined in Lemma 1l (1 < 7 < m — 2) and is
flow-controlled by SSP, then the following claims hold:

Clam1: W; isupper-boundedby A, and W; =2 (m—j—1)
—k;A, where k7 is defined by (5) in Theorem 2.

Clam2: If P; isstrictly synchronized, then W; = 2(m —
j—1)>0.

Claim 3. P; isawait-free synchronized path, i.e., W; = 0
iff2(m —j—1)modA = 0.

Proof: The proof isavailable on-linein [11]. [ |
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Remarks on Theorem 6:

1) By Lemma 2, the wait-free synchronized path has the
minimum RM-cell RTT. Thus, the number of wait-free
synchronized paths should be maximized.

2) A smaller A will lead to a larger number of wait-free
synchronized paths. So, asmall A isdesirable.

Applying Theorems5 and 6, we obtain thefollowing theorem,
which classifiesthe paths of a multicast treeinto three exclusive
groups, and provides explicit expressions (asfunctionsof A) for
the number of paths for each path group.

Theorem 7: If P; is the jth path of an unbalanced mul-
ticast tree, which is defined in Lemmal (1 < j < m — 2)
and flow-controlled by SSP, then the entire path set Pe
{P\,Ps,...,Py_3,P, >} is patitioned into a strictly syn-
chronized path subset Ps, a wait-free synchronized path
subset P, and a non strictly synchronized and non-wait-free
synchronized path subset Py, i.e., P = Ps @ Py & Pw, and,
furthermore, for 1 < A < 7. = 2m, the following claims
hold:

Clam 1. The number of strictly synchronized paths Sa is
determined by Sa 2 IPs|| = [A/2] — 1. (Here, || - || denotes
the cardinality of a set.)

Claim 2: The number of wait-free synchronized paths Na
is determined by

if A =even

Na 2 ||Pyl = { [2m = 2)/ 2. A —odd @O

L(m = 2)/A],

Clam3: The number W of paths which are neither
wait-free synchronized nor strictly synchronized is given by

Wa =[P
_fm—=12(m-2)/A] - [A/2] -1, if A=even
T lm-=|(m=-2)/A] -[A/2] -1, if A =odd.
(31)
Proof: The proof isavailable on-linein [11]. ]

Remarks on Theorem 7:

1) Sa isproportiona to A.

2) Na isproportional to 1/A.

3) If A =1 or 2, then P; isaways wait-free synchronized
fordlj=1,...,m—2

4) Taking A = even and small is preferable in increasing
Na.

B. Numerical Evaluations and Discussions

By Theorem 7, Fig. 14(a) plots Na, Sa, Wa versus A for
m = 50, and shows that: 1) Na decreases as A increases, Sa
is proportional to A, and W is not monotonic and reaches its
maximum when Na = Sa, and 2) when A > m — 2, N be-
comes very small and fluctuates between 0 and 1, while if A
decreases from m — 2 to 1, N increases dramaticaly. If 7, is
large enough, then taking A = 2 will produce the optimal case
where al paths become wait-free synchronized. Also, we ob-
servethat an even A ispreferred sinceit givesalarger Na than
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the neighboring values of an odd A, which is consistent with
(30). Thus, in general, A should be taken as an even number
within [2, m — 2].

While a small A reduces multicast signaling delay, thisim-
provement comesat the higher bandwidth . (o< (1/A)) cost for
multicasting RM cells, introducing a tradeoff between signaling
delay performance and bandwidth cost for RM cells. Using (17)
and (18) and setting m = 15 and p = 0.2, Fig. 14(b) plots
the average throughput R [10] versus the percentage bandwidth
& 2 /1t = (pe — 1a)/ e consumedd by the multicast sig-
naling under SSPand HBH, respectively, with i, = 25 cells/ms.
Fig. 14(b) shows that: 1) as ¢, is too small (near 0.5%), R in-
creasesfaster as¢,. increasesdueto themoretimely and accurate
feedback, while as ¢,. istoo large (near 5%), the increase rate of
R slows down and even gets saturated if &, further increases,
because the unnecessary feedback signalling starts wasting data
bandwidth, and 2) SSP outperforms HBH, in terms of R’s for
any given &, and the robustness to the variation of A, verifying
Theorems 1, 2, and 4.

VI1l. CONCLUSION

We developed both deterministic and stochastic binary-tree
models to study the delay performance of the multicast sig-
naling algorithms. Using the deterministic model, we derived
each path’'s feedback RTT in a multicast tree. By applying the
statistical model we obtained the probabilities of each path be-
coming the multicast-tree bottleneck. We employed these two
modelsto analyze and contrast the signaling delay scalability of
two multicast signaling protocols, SSP and HBH, by deriving
their first and second moments of multicast signaling delays.
Also derived isthe optimal flow-control updateinterval for SSP
to minimize multicast signaling delay. SSP is shown, determin-
istically and statistically, to scale better than HBH in signaling
delay, and make the effective multicast signaling delay virtu-
aly independent of, and hence, scalable with, the multicast-tree
topology.
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