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Abstract In order to support the diverse Quality of Service

(QoS) requirements for differentiated data applications in

broadband wireless networks, advanced techniques such as

space-time coding (STC) and orthogonal frequency division

multiplexing (OFDM) are implemented at the physical layer.

However, the employment of such techniques evidently af-

fects the subchannel-allocation algorithms at the medium ac-

cess control (MAC) layer. In this paper, we propose the QoS-

driven cross-layer subchannel-allocation algorithms for data

transmissions over asynchronous uplink space-time OFDM-

CDMA wireless networks. We mainly focus on QoS require-

ments of maximizing the best-effort throughput and propor-

tional bandwidth fairness, while minimizing the upper-bound

of scheduling delay. Our extensive simulations show that

the proposed infrastructure and algorithms can achieve high

bandwidth fairness and system throughput while reducing

scheduling delay over wireless networks.

Keywords Quality of Service (QoS) · Cross-layer design

and optimization · Wireless networks · Fairness ·
Throughput

1. Introduction

The increasing demand for wireless network services such as

the wireless Internet access, mobile computing, and wireless
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communications motivates an unprecedented revolution in

the wireless broadband access [1, 2]. This presents great chal-

lenges in designing the wireless networks since the wireless

channel has the significant impact on supporting the various

quality of service (QoS) requirements for different users.

A number of promising schemes are developed at the

physical layer to overcome the impact of wireless channels.

Among them, space-time (ST) processing using multiple-

input-multiple-output (MIMO) architecture emerges as one

of the important technical breakthroughs in wireless com-

munications [3–7]. Besides, the combination of the widely

employed code division multiple access (CDMA) with or-

thogonal frequency division multiplexing (OFDM), called

OFDM-CDMA, takes the advantages of these two tech-

niques and also receives a great deal of research efforts [7–

11]. Clearly, employment of the integrated design combining

space-time processing and OFDM-CDMA can achieve the

integrated diversities from spatial, temporal, frequency, and

code domains, which will result in significant improvements

in supporting QoS for differentiated data users with diverse

QoS requirements over wireless networks.

Space-Time OFDM-CDMA provides us with not only the

diversities, but also the multiple access control, such that mul-

tiple users can be assigned into a single subchannel, where

they distinct themselves from each other by different signa-

ture sequences. As a result, how to allocate the resources

efficiently in satisfying the various QoS requirements be-

comes increasingly critical. While there have already been

a large body of literature on both space-time processing and

OFDM-CDMA, the impact of such architectures on resource

allocations at MAC layer, its bandwidth fairness, through-

put, delay analysis, and cross-layer optimizations, have re-

ceived relatively much less attention. Therefore, it is impor-

tant to develop a cross-layer scheme to integrate the resource
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Fig. 1 Block diagram of the kth
mobile user’s uplink transmitter

allocation at the MAC layer and the multi-antenna infrastruc-

ture implemented at the physical layer.

The subcarrier allocation for OFDM system has been

studied in, e.g., [12–14]. However, the previous work

mainly focuses on TDMA-, FDMA-, or SDMA-based

systems. In this paper, we propose the QoS-driven cross-

layer subchannel-allocation algorithms for asynchronous

uplink space-time OFDM-CDMA systems targeting at

differentiated data transmission applications. The QoS re-

quirements that we focus on include transmission reliability,

bandwidth fairness, system throughput, and scheduling

delay. Specifically, the proposed algorithms are based on the

delay-fairness-driven scheduling, proportional bandwidth

fairness, and best-effort throughput. Note that our proposed

proportional fairness differs slightly from the definition used

in [15], where the assigned bandwidth is proportional to the

long-term average rate considering the soft-delay constraint.

In our scheme, the bandwidth is proportional to the service-

priorities of the differentiated services. We also conduct

extensive simulations to evaluate the performance of the

proposed algorithms. Our simulation results show that the

proposed infrastructures and algorithms can significantly im-

prove the bandwidth fairness and system throughput, while

achieving more efficient resource allocations over wireless

networks.

The paper is organized as follows. Section 2 describes

the space-time OFDM-CDMA system model. Section 3 pro-

poses the subchannel-allocation algorithms. Section 4 evalu-

ates and compares the various performance metrics through

simulations and numerical solutions. The paper concludes

with Section 5.

2. System model

We consider the BPSK modulation-based uplink from a mo-

bile user to the basestation in a packet-cellular network

with M antennas at the basestation (BS) and N antennas

at each mobile user. Let K denote the total number of mo-

bile users and U the total number of subcarriers or subchan-

nels,1 which are to be assigned to the K mobile users. The

index set of all K users is defined as �
�= {1, 2, . . . , K }

and the U subcarrier frequencies are denoted by the set

of { fu}U
u=1. In addition, at any instantaneous time point,

only the users which have been assigned with bandwidth

resources can transmit data packets. These users assigned

with bandwidth resources are defined as active users. De-

note the index set of active users by �. Clearly, the set

of the active users is a subset of the all-user set �, i.e.,

� ⊆ �.

2.1. Mobile uplink transmitter model

The kth mobile user’s transmitter structure of our proposed

space-time OFDM-CDMA system is shown in Fig. 1. In this

paper, we consider the asynchronous uplink, where differ-

ent users transmit data asynchronously to the basestation,

and thus we cannot use the synchronous model as used for

downlink from the basestation. As shown in Fig. 1, using

the Serial-to-Parallel (S/P) converter, a block of Uk × N
BPSK symbols each with bit duration of T ′

b is converted

to Uk parallel sub-streams. The value Uk(Uk ≤ U ) is de-

termined by our proposed subchannel-allocation algorithms,

which will be described in Section III with more details.

Each of Uk sub-streams consists of N bits, which are de-

noted by bk,u = (b1
k,u b2

k,u . . . bN
k,u)T , where (·)T represents

the transpose of (·) and u ∈ {1, 2, . . . , Uk}. The bit dura-

tion Tb after S/P conversion becomes Tb = T ′
bU . Then, each

bk,u is space-time spread (STS) [4] using the spreading

code given by ck = (c0
k c1

k . . . cG−1
k )T , where cg

k ∈ {±1},

1 We use the terms “subchannel” and “subcarrier” interchangeably in
the following discussions.
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g ∈ {0, 1, . . . , G − 1} and G denotes the spreading gain

of the code. The chip duration Tc of the spreading

code satisfies Tc = Tb/G = T ′
bU/G. The waveform expres-

sion ck(t) of the spreading code corresponding to ck is

determined by

ck(t) = 1√
G

G−1∑
g=0

cg
k p(t − gTc), 0 ≤ t < Tb (1)

where p(t) is a normalized rectangular chip waveform which

has the finite duration [0, Tc). In this paper, we focus on a spe-

cific subset of the general STS schemes investigated in [4],

by which the N -bit data is coded, spread, and allocated to N
transmit antennas, and then transmitted by N time intervals.

This kind of STS schemes can provide the maximal transmit

diversity without demanding extra spreading codes and thus

be considered as attractive schemes [7]. Denote the corre-

sponding space-time block coding square matrix of the uth

sub-stream by

Bk,u =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

b1,1
k,u b1,2

k,u · · · b1,N
k,u

b2,1
k,u b2,2

k,u · · · b2,N
k,u

...
...

. . .
...

bN ,1
k,u bN ,2

k,u · · · bN ,N
k,u

⎞⎟⎟⎟⎟⎟⎟⎟⎠
→ space

↓ time

(2)

where the rows and columns of matrix Bk,u consist of

bk,u with different signs and sequences according to the

orthogonal-design principles [5]. The spreading code vec-

tor ck(t) used for STS can be expressed as

ck(t) = (
c1

k (t) c2
k (t) . . . cN

k (t)
)

(3)

where ci
k(t), i ∈ {1, 2, . . . , N } has the finite duration

[0, N Tb), which is given by

ci
k(t) =

{
ck(t − (i − 1)Tb), (i − 1)Tb ≤ t < iTb

0, otherwise.
(4)

Using Eqs. (2) and (3), STS can be expressed as

sk,u(t)
�= (

s1
k,u(t) s2

k,u(t) . . . s N
k,u(t)

) = ck(t)Bk,u . (5)

Following STS, the Uk data streams of each antenna are

transmitted simultaneously by modulating Uk different sub-

carriers, which can be implemented by the operation of in-

verse fast Fourier transform (IFFT). The frequency spacing

� between any of the adjacent subcarriers { fu}U
u=1 satisfies

� = 1/Tc, guaranteeing the orthogonal subcarrier condition.

The selection of which Uk out of U subcarriers are used to

transmit data is also determined by our proposed subchannel-

allocation algorithms. Denote the Uk subcarrier central fre-

quencies assigned to the kth user by { fk,u}Uk
u=1, the transmitted

signal xk,n(t) from the nth transmit antenna of the kth user

to the basestation within a block-interval [τk, τk + N Tb) can

be expressed by

xk,n(t) =
√

P

NU

Uk∑
u=1

N∑
i=1

bi,n
k,uci

k(t − τk)e j2π fk,u (t−τk ) (6)

where τk represents the transmission delay of the kth user

which satisfies 0 ≤ τk < Tb; P denotes the maximum trans-

mission power, which can be achieved when Uk = U ; the

coefficient
√

P/(NU) indicates that the maximum transmis-

sion power is independent of the total numbers of trans-

mit antennas and subcarriers; bi,n
k,u is given by Eq. (2) and

ci
k(t) is given by Eq. (4), respectively. Clearly, the trans-

mission throughput is proportional to the assigned number

of subcarriers. The larger the number Uk of subcarriers as-

signed to the kth user, the higher the throughput can be

achieved.

2.2. Uplink channel model

We assume that the Rayleigh fading channel is frequency-

selective, but the delay-spreads Tm of the channel satisfy

Tm � Tc such that each subchannel conforms to the flat

fading. In addition, the channel is assumed to be quasi-
static, i.e., the fading coefficients are invariant over a block-

interval and vary from one block to another. Thus, during

each block-interval, the fading coefficient of the uth subcar-

rier hn,m
k,u (t), between nth transmit antenna of the kth user

and the mth receive antenna of the basestation, can be de-

noted by hn,m
k,u [i], where i ∈ {1, 2, . . .} is the discrete time

index for the i th block interval. The time-varying channel

can be modeled by an auto-regressive (AR) process [11] as

follows

hn,m
k,u [i] = ξkhn,m

k,u [i − 1] + ν
n,m
k,u [i] (7)

where ξk is determined by the kth user’s Doppler veloc-

ity and ν
n,m
k,u [i] is a zero-mean independent identically dis-

tributed (i.i.d.) complex-Gaussian variable. In Section 2 and

Section 3 we will focus on the discussion within a block in-

terval. Therefore, we drop the time index i for convenience.

We assume that {hn,m
k,u | ∀k, u, m, n} are independent2 iden-

tically distributed (i.i.d.) complex-Gaussian variables with

2 Theoretically, the coefficients between different subcarriers are not
independent. However, this independence assumption is valid if we
employ frequency-interleaving operations [7, 11]. In this paper, we omit
the frequency-interleaving to simplify the presentation.
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Fig. 2 Uplink data-/signal-flow received by the mth receive antenna at the basestation for the kth user

zero-mean and variance of σ/2 per dimension, i.e.,

σ = E
(|hn,m

k,u |2) (8)

Assuming perfect power control, the received signal rm(t)
received at the mth receive antenna at the basestation, as

shown in Fig. 2, by

rm(t) =
√

P

NU

∑
k∈�

N∑
n=1

Uk∑
u=1

N∑
i=1

hn,m
k,u bi,n

k,uci
k(t − τk)

·e j2π fk,u (t−τk ) + wm(t) (9)

where wm(t) denotes the complex Additive White Gaussian

Noise (AWGN) at the mth receive antenna with zero-mean

and double-sided power-spectral density of N0/2. Demod-

ulating the received signal rm(t) given by Eq. (9) and ex-

pressing the multiple demodulated signals in a matrix form,

the obtained complex low-pass signal received at the mth re-

ceive antenna through the uth subchannel, denoted by ym
u (t)

for u ∈ {1, 2, . . . , Uk} (see Fig. 2), can be expressed as

ym
u (t) =

√
P

NU

∑
k∈�

ck(t − τk)Bk,uhm
k,u + N m

u (t)

=
√

P

NU

∑
k∈�

ck(t − τk)Hm
k,ubk,u + N m

u (t) (10)

where hm
k,u = (h1,m

k,u h2,m
k,u . . . hN ,m

k,u )T denotes the channel vec-

tor from the mobile user to the basestation and the matrix Hm
k,u

has the form as follows:

Hm
k,u =

⎛⎜⎜⎜⎜⎜⎜⎝
h1,1

k,u,m h1,2
k,u,m · · · h1,N

k,u,m

h2,1
k,u,m h2,2

k,u,m · · · h2,N
k,u,m

...
...

. . .
...

hN ,1
k,u,m hN ,2

k,u,m · · · hN ,N
k,u,m

⎞⎟⎟⎟⎟⎟⎟⎠ (11)

where the rows and the columns of Hm
k,u consist of hm

k,u with

different signs and sequences according to the orthogonal-

design principles [5], i.e.,

Bk,uhm
k,u = Hm

k,ubk,u . (12)

2.3. Uplink receiver model at the basestation

The schematic for the mth receive antenna at the basestation

of our proposed space-time OFDM-CDMA system is shown

in Fig. 2, where we focus on the decoding scheme for the

kth user within a block interval [τk, τk + NTb). In addition,

we assume that the channel state information (CSI) and the

transmission delay of each user can be perfectly estimated

by the basestation.

Performing the inverse operation of the transmitter,

the received signal rm(t) at the mth antenna is split

into Uk sub-streams by demodulating Uk different sub-

carriers {e− j2π fk,u (t−τk )}Uk
u=1. Then, each sub-stream corre-

lates with the kth user’s referenced waveforms {ci
k(t −

τk)}N
i=1 during [τk, τk + NTb) to obtain correlation outputs

zm
k,u = (zm,1

k,u zm,2
k,u . . . zm,N

k,u )T . Then, the space-time decod-

ing (De-ST) is employed to obtain N decision variables
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dm
k,u = (dm,1

k,u dm,2
k,u . . . dm,N

k,u )T , which can be expressed as

dm
k,u = (

Hm
k,u

)∗
zm

k,u (13)

where (·)∗ denotes the conjugate transpose of (·), Hm
k,u is

given by Eq. (11), and dm
k,u corresponds to the original trans-

mitted N bits expressed by bk,u = (b1
k,u b2

k,u . . . bN
k,u)T . Fol-

lowing space-time decoding, all decision variables {dm
k,u}M

m=1

obtained from M receive antennas are combined together as

follows:

dk,u =
M∑

m=1

dm
k,u, ∀k ∈ �, ∀u = 1, 2, . . . , Uk (14)

which represents the procedure of Maximum Ratio Combin-

ing (MRC). Based upon decision variables given in Eq. (14),

the receiver makes the decisions of the transmitted bits (see

Fig. 2) by

b̂k,u
�= (

b̂1
k,u b̂2

k,u . . . b̂N
k,u

)T = sgn
[
Re(dk,u)

]
(15)

where sgn(·) is the signum function and Re(·) denotes the

real part of (·). Denote the index-set of active users allocated

in the uth subchannel by �u . It is easy to see that

� =
U⋃

u=1

�u . (16)

To derive the SINR of the decoded signals received from the

kth user (k ∈ �u) through the uth subchannel, we apply the

property of the orthogonal-design principles [5] such that

(
Hm

k,u

)∗
Hm

k,u = (
hm

k,u

)∗
hm

k,uIN =
(

N∑
n=1

∣∣hm,n
k,u

∣∣2

)
IN (17)

where IN represents a N × N unity matrix. Then, from ym
u (t)

given by Eq. (10), the signal energy associated with the

decoded signal received from the kth user through the uth

subchannel, which is the summation of the signal gains over

all (M × N ) transmit-to-receive antenna channels, is deter-

mined by

∣∣∣∣∣
√

PTb

NU

M∑
m=1

(
hm

k,u

)∗
hm

k,u

∣∣∣∣∣
2

= PTb

NU

(
M∑

m=1

N∑
n=1

∣∣hm,n
k,u

∣∣2

)2

. (18)

The variance of the interference associated with the decoded

signal received from the kth user through the uth subchannel

can be expressed as:

(
PTb

NU

) M∑
m=1

(
ρ2

k,l (τk,l)

N

) ∑
l∈�u ,l �=k

∥∥(
Hm

k,u

)∗
Hm

l,u

∥∥2

F
(19)

where ‖ · ‖F represents the Frobenius matrix norm [16],

τk,l = (τk − τl), and ρk,l(τk,l) denotes the correlation fac-

tor between spreading codes ck(t − τk) and cl(t − τl). The

variance of the noise associated with the decoded signal

received from the kth user through the uth subchannel is

given by

M∑
m=1

(
hm

k,u

)∗
hm

k,u N0 =
(

M∑
m=1

N∑
n=1

∣∣hn,m
k,u

∣∣2

)
N0. (20)

Using Eqs. (18) through (20), we obtain the SINR of decoded

signals for the kth user (k ∈ �u) at the uth subchannel as

expressed by Eq. (21),

(21)

3. Subchannel-allocation algorithms

In order to design the subchannel-allocation algorithms for

data transmissions, we mainly focus on QoS requirements

for guaranteeing transmission reliability, maximizing system
throughput, optimizing proportional bandwidth fairness, and

minimizing maximum scheduling delay. In the rest of this

section, we will discuss each of these issues in detail.

3.1. Optimizing the SINR-threshold

Due to the nature of CDMA technique employed in our sys-

tem, subchannel can be reused by multiple users. This in-

troduces the following tradeoff. On one hand, in order to

increase the system throughput, we need to assign as many

users as possible into a single subchannel. The larger the num-

ber of users assigned into a subchannel, the higher the system

throughput can be achieved. On the other hand, each user

experiences co-subchannel interferences from other users

within the same subchannel. When the number of users

within the same subchannel becomes large, the interferences

increase and users’ SINRs decrease. As a result, the bit-

error rate (BER) at the physical layer and the correspond-

ing packet-loss/-error rate at higher network-protocol lay-

ers increases. To characterize the tradeoff between error

rate and throughput, we need to introduce a pre-determined
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SINR threshold denoted by γ . To ensure the transmission

reliability, each user that is assigned with the uth subcar-

rier, u ∈ {1, 2, . . . , U }, must satisfy SINR > γ requirement,

which can be expressed as

SINRk,u ≥ γ, ∀k ∈ �u . (22)

In order to guarantee the transmission reliability QoS for

data transmissions, the upper-layer protocol must employ

some error-control methods, e.g., ARQ based protocol, to re-

cover the data error/loss caused at the physical layer. When

we choose a too small SINR threshold γ , the system through-

put in terms of the number of users per subcarrier is high,

but the number of retransmissions will be increased due to

random loss; when we choose a too large SINR threshold γ ,

the number of retransmissions will be reduced, but the sys-

tem throughput drops because more subchannel admission

requests are rejected. This implies that there is the optimal

SINR threshold γ that can maximize the system goodput,
which is defined as the rate the packets are transmitted with-

out retransmissions. When satisfying SINR ≥ γ require-

ment, the BER Pb of physical layer using BPSK modulation

is upper-bounded by

Pb ≤ Q
(√

2γ
)

(23)

where Q(·) denotes the Q-function defined by

Q(x)
�=

∫ +∞

x

1√
2π

e− t2

2 dt. (24)

The corresponding packet error rate Ppkt is upper-bounded

by

Ppkt ≤ 1 − (1 − Pb)L (25)

where L denotes the packet size and we assume that the bit-

losses/errors are independent with the probability equal to Pb.

When applying Selective-Repeat ARQ, the system goodput

R̃ can be expressed as

R̃ = R(1 − Ppkt ) (26)

where R denotes the system throughput. Finally, the optimal

SINR threshold γopt can be derived by

γopt = arg max
γ

{
R̃
}
. (27)

Note that we focus on uncoded system in this paper. For the

coded system, the approach for finding the optimal threshold

is similar but the threshold is smaller. Thus, more users can

be assigned into the same subcarrier.

3.2. The proportional bandwidth fairness

For data transmission over wireless networks, different mo-

bile users usually have different bandwidth capacities due

to hardware or power facilities and service priorities due to

the pricing schemes. This differentiated QoS in bandwidth

can be achieved by employing the fairness-design criterion.

The fairness problems have been widely studied in litera-

tures [15, 17–19]. In this paper, we develop our algorithms

based on the proportional bandwidth fairness, where the al-

located bandwidth to different users is proportional to their

different bandwidth capacities and service priorities. Thus,

the users with the higher bandwidth capacities or priorities,

which are characterized by their maximum bandwidth ca-

pacities U max
k (the maximum number of subcarriers assigned

to the kth user), will receive the larger bandwidth-resource

allocations. Note that our proposed proportional fairness is

slightly different from the definition used in [15], where the

assigned bandwidth is proportional to the long-term average

rate considering the soft-delay constraint.

Let the kth user’s maximum bandwidth requirement be

U max
k (U max

k ≤ U ) in terms of the number of subchannels

assigned to the kth user . To formally define the fairness

factor, we introduce the aggressive factor αk by:

αk
�= Uk

U max
k

, k ∈ � (28)

where 0 ≤ αk ≤ 1. Then, we can define fairness factor φ [17]

by:

φ
�=

(∑
k∈� αk

)2

K
∑

k∈� α2
k

(29)

where the cardinality of ‖�‖ = K (the total number of users)

and αk is given by Eq. (28). It is easy to see that 0 ≤ φ ≤ 1.

The perfectly fair allocation has the maximum fairness fac-

tor φ = 1, which is attained when αk = α j , ∀k �= j , i.e.,

the bandwidth allocated to all users are equally propor-

tional to their maximum bandwidth capacity U max
k . The

worst bandwidth-allocation fairness has φ = 1/K → 0 as

K → ∞ when only one user occupies all the bandwidth re-

sources. Obviously, the more the number of inactive users,

the lower the bandwidth fairness attained. It is worth not-

ing that when all {U max
k }K

k=1 are equal, the proposed scheme

reduces to the conventional max-min fairness.

Our proposed subchannel-allocation algorithm can be

divided into three steps, which are called allocation-
scheduling, initial allocation, and dynamic allocation, re-

spectively. In Section 3.3 and 3.4, we first describe our initial

and dynamic allocation algorithms. Then, in Section 3.5 we
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Fig. 3 Pseudocode of initial
subchannel-allocation
algorithms

present our allocation-scheduling scheme. All algorithms are

exerted each time the system receives its CSI information.

3.3. Initial allocation algorithm

Let the j th user ( j ∈ �, j /∈ �u) be the candidate which at-

tempts to transmit data using the uth subcarrier. Since the

basestation knows the information and the statistical char-

acteristics about the channel, we can pre-compute the SINR

of decoding signals for each user at the uth subcarrier using

Eq. (21). The j th user is admitted to use the uth subcarrier if

and only if⎧⎨⎩ SINR j,u ≥ γ

SINRk,u ≥ γ, ∀k ∈ �u

(30)

where SINR j,u and SINRk,u , as the special cases of Eq. (21),

are then derived and expressed by Eqs. (31) and (32),

respectively,

(31)

(32)

If Eq. (30) is satisfied, the j th user is qualified to be assigned

to the uth subcarrier. Then, it becomes a new active user

in �u . Otherwise, if any of the SINR in Eq. (30) is lower

than the threshold γ , the j th user is rejected to use the uth

subcarrier.

Our initial allocation algorithm attempts to “activate” as

many users as possible under the constraint that these users’

SINR > γ . Figure 3 illustrates the pseudocode of the pro-

posed initial allocation algorithm. As shown in Fig. 3, the

U subcarriers are sequentially tested for each user (step-04).

Once a user is successfully assigned a single subcarrier, it be-

comes an active user (step-07 and step-08). Then, the bases-

tation stops join-in-testing for this user and starts searching

bandwidth for other users (step-09). The sequence of testing

users is based on our allocation-scheduling scheme, which

will be described in Section 3.5 with more details. The users

which cannot be assigned with any subcarrier are not allowed

to transmit data during a block-interval. But, they will apply

for data transmission when the next subchannel-allocation

procedure is performed. We define these users within a block-

interval as inactive users. It is clear that the index set of

inactive users is �\�. As a result, every active (inactive)

user which is accepted (rejected) to transmit data is assigned

one (zero) subcarrier during the initial allocation algorithm,

which can be expressed as

αk= Uk

U max
k

=

⎧⎪⎨⎪⎩
1

U max
k

, k ∈ � (active user, Uk = 1)

0, k ∈ �\� (inactive user, Uk = 0).

(33)

3.4. Dynamic allocation algorithm

The initial allocation algorithm maximizes the number of ac-

tive users, but it considers neither optimizing the proportional

bandwidth fairness nor maximizing the system throughput,

which are the goals of our dynamic allocation algorithm.

The key idea of our dynamic allocation is to assign all the

leftover bandwidth resources after the initial allocation to

active users based on the proportional fairness criterion [see

Eq. (29)] defined in Section 3.2. The pseudocode of the pro-

posed dynamic allocation algorithm is shown in Fig. 4.

Let � denote the index set of active users which cannot be

assigned with extra bandwidth resources. At the beginning of
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Fig. 4 Pseudocode of dynamic subchannel-allocation algorithms

dynamic allocation algorithm, � is initialized as an empty set

� = Ø (step-01). If the kth user belongs to � (k ∈ � ⊆ �),

it implies that:

Case I: The kth user has achieved its maximum bandwidth

capacity, i.e., Uk = U max
k ; or

Case II: There is no leftover bandwidth available for the

kth user.

The dynamic allocation algorithm searches for the kth

user (k ∈ �), which has the minimum aggressive factor αk

defined by Eq. (28) and can be assigned with extra bandwidth

(k /∈ �). As shown in Fig. 4, the index of this user can be

obtained by (step-04):

k = arg min
k ∈�\�

{αk} (34)

where � is the index set of active users obtained by the initial

allocation algorithm.

If the kth user does not achieve its maximum bandwidth

capacity (step-05), i.e., Uk < U max
k , the algorithm at the

basestation attempts to assign an extra subcarrier to it based

on SINR criterion given by Eq. (30) (step-07). The attempt

can succeed or fail. If it succeeds (step-08), the basestation

updates the aggressive factor αk of the kth user and selects

the new user which has the minimum αk using Eq. (34) (step-

11). If it fails (step-14), the basestation adds the kth user to

� (Case II).

If the kth user has achieved its maximum bandwidth ca-

pacity (step-16), i.e., Uk = U max
k , the basestation also adds

it to � (Case I). The dynamic allocation algorithm repeats

until � = �.

3.5. Delay-fairness-driven scheduling

Re-examining the subchannel-allocation algorithm de-

scribed above, one can observe that when the initial allo-

cation is applied, the user which is tested earlier receives

the higher priority to become the active user than the later

tested ones. This is due to the fact that SINR criterion is eas-

ier to be satisfied by the earlier tested users. If we employ

a Round-Robin-based scheme testing all K users, the later

attempted users are more likely to be rejected for transmit-

ting data in each subchannel-allocation. As the result, their

scheduling delays will be longer than the earlier attempted

users. This problem gets more serious when the number K
of users becomes larger. In the worst case, some users even

cannot transmit any data at all.

To solve this problem, we propose the delay-fairness

driven scheduling scheme to minimize the upper-bound of

scheduling delay. Specifically, the scheduling is applied pe-

riodically to adjust the sequence of mobile users’ attempts.

During each interval of scheduling, the scheduling delays

of all K users are recorded accumulatively and sorted. The

complexity of the scheduling varies, depending on differ-

ent scheduling algorithms used. The user which experiences

larger delay will be tested earlier in initial allocations during

the next interval of scheduling. Therefore, the scheduling de-

lays will be fairly shared by all users, and thus this scheduling

is called delay-fairness driven scheduling. Note the idea of
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the proposed delay-fairness driven scheduling is similar to

the earliest deadline first (EDF) [20] for the real-time ser-

vices.

3.6. The tradeoff between fairness and throughput

Clearly, when the total number of users becomes larger, the

system throughput will increase, but the bandwidth fairness

will decrease due to the larger number of the inactive users.

However, if we want to keep the proportional bandwidth fair-

ness high, it will limit the total number of users assigned to

the system. Then, we cannot achieve the maximum system

throughput. This implies that there is an optimal tradeoff

between fairness and throughput, which is specified by the

optimal number of users K ∗ for the given system. To quantify

this tradeoff, we define the differential-constrained through-
put θ by

θ
�= φR (35)

where R denotes the average system throughput. Because

the fairness is a monotonic-decreasing, while the through-

put is a monotonic-increasing, function of K , the product

of φ and R has the maximum value, which is the optimal

tradeoff between fairness and throughput. Using the param-

eter θ , we can determine the optimal total number of users,

which represents the best system traffic load, for the given

SNR-threshold, γ , and the number of antennas as follows:

K ∗ = arg max
K

{θ} (36)

3.7. Implementation issues

Our proposed subchannel allocation algorithms are executed

by the basestation each time when it obtains the new chan-

nel state information (CSI) of the uplink channel. Then, the

allocation decision is fed back to the each mobile user. It is

clear that the feedback will introduce certain amount of over-

head. However, such overhead can be relatively small, espe-

cially when the channel changes slowly (e.g., in an indoor

slow-mobility environment), and the channel allocation can

be done once every many symbol intervals [12]. Examining

our proposed subchannel allocation algorithms, the computa-

tional complexity is mainly concentrated on the joining-test,

i.e., Eqs. (31) and (32). Clearly, the complexity of this part is

O(MN2 K ). However, in real wireless networks, the number

N of transmit antennas at the mobile users is usually small

due to the limited power supply and the cost constraint of

handsets. Furthermore, the major algorithms are only exe-

cuted at the basestation, which is much more powerful than

the mobile users in handling more complex algorithms. Thus,

the proposed algorithms still remain practical for real wire-

less networks.

4. Simulation and numerical evaluations

We investigate the performance of the proposed system in-

frastructure and subchannel-allocation algorithms by sim-

ulations. In the simulations, the chip duration is set to

Tc = 7.8125 μs and spreading gain G set to 16. Thus, the bit

duration is Tb = TcG = 125 μs and bit rate per subcarrier

is 8 Kbps. We set the total number U of subcarriers equal

to U = 8. Therefore, the total bandwidth of the system is

U/Tc = 1.024 MHz. The packet size is set to L = 8000 bits

and the SNR per bit γb is set to 10 dB at the basestation. The

subchannel-allocation-scheduling is executed every 10 ms.

The spreading codes are random signature sequences. The

correlation factor between different asynchronous random

spreading sequences is approximated as a Gaussian random

variable with zero-mean and variance of 1/(3G) [8]. Doppler

frequency is set to 20 Hz for all users. Also, we omit the cyclic

prefix (CP) for simplicity.

Figure 5 plots the simulated system throughput and numer-

ically solved goodput [using Eq. (26)] versus SINR threshold

γ . The plots of throughput are obtained through simulation

experiments and the results of goodput are based on the nu-

merical solutions for the analyses derived in Section 3.1. The

total number K of mobile users is set to 15. As expected,

the system throughput decreases when SINR threshold γ in-

creases. However, the goodputs have the peak value when γ

is around 10 dB, which represents the optimal SINR thresh-

old γopt (≈ 10 dB) for K = 15. We can also observe that the

space-time infrastructure can significantly improve the sys-

tem throughput and goodput, but the optimal SINR threshold

γopt ≈ 10 dB virtually does not change regardless of what

different antenna combinations are used.
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To further investigate the influence of total number K
of mobile users on the optimal SINR threshold γopt , Fig. 6

plots the numerically solved system goodput against two in-

dependent variables SINR threshold γ and the total number

K of mobile users. The number of transmit antennas is set

to N = 2 and the number of receive antenna is M = 1. As

shown in Fig. 6, the system goodput attains the maximum

when γ ≈ 10 dB which is virtually independent of the to-

tal number K of mobile users. From Fig. 5 and Fig. 6, we

can conclude that the optimal SINR threshold γopt can be

pre-determined as a fixed value, regardless of what number

of transmit antennas are used and what number of users are

employed. Since the maximum goodput can be achieved, and

the goodput approaches to the throughput when γ ≈ 10 dB,

thus, we set the SINR threshold γ to 10 dB and only inves-

tigate the system throughput (≈ goodput when γ = 10 dB)

in the following simulations for convenience.

Applying the initial and dynamic allocation algorithms,

the simulated fairness and throughput versus the number K
of mobile users with different numbers of transmit and re-

ceive antennas are presented in Figs. 7 and 8, respectively.

The bandwidth capacities U max
k are randomly chosen be-

tween 1 and U . We observe that the bandwidth fairness de-

creases, while the throughput increases, as K gets larger.

This is expected since the larger number of users, the higher

spectrum-efficiency of CDMA system, and thus the higher

system throughput. On the other hand, the larger number of

mobile users makes the bandwidth fairness more difficult to
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Fig. 8 Throughput R versus number K of users when the numbers of transmit and receive antennas vary

be achieved, which results in decreasing the fairness factor.

For the cases with the number M of receive antennas M = 1

shown in Figs. 7(a) and 8(a), the fairness and the through-

put of initial allocations can be improved by increasing the

number N of transmit antennas. When the number of M of

receive antennas M = 2 shown in Figs. 7(b) and 8(b), both

the fairness of the throughput of initial allocations are virtu-

ally independent of the number of transmit antennas, since

the initial allocation has achieved its performance limit.

Figures 7 and 8 also show that after exerting the initial

allocation, algorithm, the dynamic allocation can evidently

improve the bandwidth fairness and system throughput for

both M = 1 and M = 2. When the number of users is rela-

tively small, there are sufficient leftover bandwidth resources

after the initial allocation. Therefore, the dynamic allocation

can easily assign these resources to active users based on

the fairness criterion. Hence, both fairness and throughput

can be significantly improved. When the number of users be-

comes larger, there are less leftover bandwidth resources after

the initial allocation. Thus, the improving rate slows down.

Figures 7 and 8 also show that the space-time OFDM-CDMA

infrastructure at physical layer can significantly increase the

fairness and the throughput of the system as the number of

transmit antenna increases. For example, as shown in shown

in Figs. 7(a) and 7(b), both fairness and throughput can be

increased more than 40% by using N = 4 and M = 1 anten-

nas instead of N = 1 and M = 1 antennas when 30 mobile

users are in the system.

Figure 9 plots the simulated average number of inac-
tive mobile users versus the total number K of users with

0 5 10 15 20 25 30
0

1

2

3

4

5

6

7

8

Number of Users (K)

sr
e

s
U 

e
vit

c
a

nI f
o r

e
b

m
u

N 
e

g
ar

e
v

A

N = 1, M = 1

N = 4, M = 1

N = 2, M = 1

(a) Number M of receive antenna M =1 .

0 5 10 15 20 25 30
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Number of Users (K)

sr
e

s
U 

e
vit

c
a

nI f
o r

e
b

m
u

N 
e

g
ar

e
v

A

N = 1, M = 2

N = 4, M = 2

N = 2, M = 2

(b) Number M of receive antenna M =2 .

Fig. 9 Average number of inactive users versus total number of users when the numbers of transmit and receive antennas vary

Springer



422 Wireless Netw (2006) 12:411–425

0 10 20 30 40 50 60
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Number of Users (K)

)
d

n
o

c
e

s( 
y

al
e

D 
g

nil
u

d
e

h
c

S f
o 

d
n

u
o

B-r
e

p
p

U

N = 1, M = 1

Delay-Fairness Driven

Round-Robin

N = 4, M = 1

N = 2, M = 1

(a) Number M of receive antenna M =1 .

0 10 20 30 40 50 60
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Number of Users (K)

sr
e

s
U 

e
vit

c
a

nI f
o r

e
b

m
u

N 
e

g
ar

e
v

A

N = 1, M = 2

Delay-Fairness Driven

Round-Robin

N = 4, M = 2

N = 2, M = 2

(b) Number M of receive antenna M =2 .

Fig. 10 The maximum delay versus number of users when the numbers of transmit and receive antennas vary

the different combinations in the number of antennas. From

Fig. 9 we find the average number of inactive mobile users

increases when K gets larger, which agrees with the obser-

vations in Fig. 5 since the more inactive users, the lower

fairness attained (see Section 3.2). We can also observe that

the space-time infrastructure significantly reduce the number

of inactive users. For example in Fig. 9(a), for total number

of K = 30 users, the average number of inactive users ap-

proaches to zero when N = 4 and M = 1 antennas are em-

ployed as compared to the case where the average number

of inactive mobile users > 7, when only N = 1 and M = 1

antenna is implemented. This verifies that the space-time

structure provides higher QoS than the system without the

space-time infrastructure. When further increasing the num-

ber M of receive antennas to M = 2 as shown in Fig. 9(b),

the number of inactive users is further decreased as compared

to the results shown in Fig. 9(a). For the cases with N = 2

and N = 4, there is already no inactive user when the num-

ber of user K ≤ 30, implying that the antenna diversity can

significantly improve the performance of QoS provisioning.

Figure 10 investigates the performance of our delay-

fairness-driven scheduling scheme by simulations. We can

see from Fig. 10 that the delay-fairness-driven schedul-

ing scheme can significantly reduce the upper-bound of

the scheduling delay as compared to Round-Robin based

scheduling. For instance, in Fig. 10(a), the upper-bound

of scheduling delay is about 0.23 second using delay-

fairness-driven scheduling as compared to 0.73 second using
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Fig. 11 The differential-constrained throughput θ and the optimal wireless traffic load in terms of the total number of mobile users K ∗
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Fig. 12 Subchannel-allocation experiments for two users with different maximum bandwidth requirements: U max
1 = 8 subchannels and U max

2 = 5
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Round-Robin scheduling for K = 60 mobile users with

N = 4 transmit antennas and M = 1 receive antenna for each

mobile user. Also, the larger the number of transmit anten-

nas, the lower the upper-bound of scheduling delay. The de-

lay performance can be significantly further improved when

enhancing receive diversity by increasing the number of re-

ceive antennas from M = 1 to M = 2, which is shown in

Fig. 10(b).

Figure 11 plots the differential-constrained throughput θ

against the total number K of users with different antenna

infrastructures. As expected, the differential-constrained

throughput has the maximum as the total number K of

users increases. For the case with the number of receive an-

tenna M = 1 shown in Fig. 11(a), the optimal traffic load

is around K ∗ ≈ 25. When the number of receive antenna

increases to M = 2, the optimal traffic load also becomes

larger as K ∗ ≈ 31 as shown in Fig. 11(b). Furthermore, the

differential-constrained throughput can be significantly im-

proved by increasing both receive- and transmit-antenna di-

versities, verifying that the space-time coding technique used

in our scheme can provide both better quality of services and

larger throughput than the system without using the space-

time coding technique.

Finally, Fig. 12 compares the simulated throughputs us-

ing our subchannel-allocation algorithms for two differenti-

ated users during a period of 1 second with different num-

bers and combinations of transmit and receive antennas. The

maximum-bandwidth requirements for the first user and the

second users are U max
1 = 8 subchannels, i.e., 64 Kbps, and

U max
2 = 5 subchannels, i.e., 40 Kbps, respectively. Figure 12

shows that the space-time coding techniques significantly

improve the proportional bandwidth fairness and throughput

performance as the receive and transmit diversities increase.

When N = 1 and M = 1, we can hardly distinguish which

user has the higher bandwidth requirement as shown in

Fig. 12(a). When N = 2 and M = 1, Fig. 12(b) shows that

the user which has the smaller U max
k nearly achieves its band-

width requirement but the bandwidth achieved by the user

with larger U max
k is still much lower than the required max-

imum bandwidth. As the numbers of transmit and receive

antennas further increase as shown in Figs. 12(c) and 12(d),

the two users’ throughputs can be clearly differentiated from

each other. Finally, when N = 3 or N = 4, and M = 2 as

shown in Figs. 12(e) and 12(f), both users’ throughputs con-

verge closely to their own maximum bandwidth requirements

specified by U max
1 and U max

2 , respectively. Thus, Fig. 12

shows that the space-time coding techniques can offer a great

deal of advantages for supporting differentiated services.

5. Conclusions

We proposed and analyzed the subchannel-allocation

algorithms based upon Quality of Service requirements

of maximizing fairness and throughput while minimiz-

ing upper-bound of scheduling delay for the space-time

OFDM-CDMA-based wireless networks. Also, we con-

ducted extensive simulation experiments to evaluate the per-

formance of the proposed algorithms. Our simulation re-

sults show that the proposed algorithms can significantly

improve the proportional bandwidth fairness and system

throughput while reducing scheduling delay. Furthermore,

the space-time infrastructure can achieve more efficient

bandwidth allocations over finite resources in the wireless

networks.
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