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Abstract—In this paper, we model the network throughput
gains of two types of wireless network coding (NC) schemes,
including the conventional NC and the analog NC schemes, over
the traditional non-NC transmission scheduling schemes in multi-
hop, multi-channel, and multi-radio wireless ad hoc networks. In
particular, we first show that the network throughput gains of the
conventional NC and analog NC are (2n)/(2n−1) and n/(n−1),
respectively, for the n-way relay networks where n ≥ 2. Second,
we propose an analytical framework for deriving the network
throughput gain of the wireless NC schemes over general wireless
network topologies. By solving the problem of maximizing the
network throughput subject to the fairness requirements under
our proposed framework, we quantitatively analyze the network
throughput gains of these two types of wireless NC schemes for
a variety of wireless ad hoc network topologies with different
routing strategies. Finally, we develop a heuristic joint link
scheduling, channel assignment, and routing algorithm that aims
at approaching the optimal solution to the optimization problem
under our proposed framework.

Index Terms—Wireless network coding, optimization, link
scheduling, channel assignment, routing, wireless ad hoc net-
works.

I. INTRODUCTION

NETWORK coding (NC) is receiving more and more
research attention since it is a promising technique to

increase the network throughput for both wired and wireless
networks. By exploiting the broadcast nature of the wireless
channel, the conventional wireless NC proposed in [1], [2]
can significantly increase the network throughput as compared
with the traditional non-NC transmission scheduling based
scheme in multi-hop wireless ad hoc networks.
The essential idea of conventional wireless NC can be

explained as follows using a simple example. As shown in
Fig. 1(a), node A wants to send a single packet to node C,
while node C wants to send a single packet to node A. Due
to transmission range limitations, both of these two paths go
through the relay node B. This is the simplest two-way relay
topology. Suppose that the time axis is divided into time slots
and the transmission of each packet spends one time slot.
Then, if we adopt the non-NC scheduling based scheme, four
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time slots will be needed to complete these two-way relay
transmissions. The following is a possible sequence of these
transmissions: 1) node A sends a packet to node B while node
C remains silent; 2) node B relays A’s packet to node C; 3)
node C sends its packet to node B while A remains silent; 4)
node B relays C’s packet to node A. In contrast to the non-
NC scheme, the conventional wireless NC scheme only needs
three time slots to complete the two-way relay transmissions.
The following is a possible sequence of these transmissions: 1)
node A sends a packet to node B; 2) node C sends a packet
to node B; 3) node B transmits a new packet obtained by
performing an XOR of A’s and C’s packets. Node A can XOR
the received new packet from node B with its own packet to
obtain C’s packet. In the same way, node C can get A’s packet.

Besides the broadcast nature of the wireless channel, is
there anything else that can be exploited by the NC to further
increase the network throughput? The answer is positive.
The authors of [3], [4] developed the analog NC, which
can even take advantage of the native physical-layer coding
ability by analogously mixing simultaneously arrived radio
waves at the relay nodes, to further increase the network
throughput. Specifically, under the analog NC, the two-way
relay transmissions can be completed in just two time slots.
In the first time slot, A and C transmit their packets to node B
simultaneously, resulting in interfere of their transmissions at
the relay node B. Due to interference, the relay node receives
the sum of A’s and C’s analog signals. This is a collision
and the relay node B cannot decode the bits. In the second
time slot, the relay node B simply amplifies and forwards
the received interfered signal at the physical layer without
decoding it. Since node A knows the packet it sent, it also
knows the packet’s corresponding analog signal. It can thus
subtract its original signal from the received interfered signal
to get the signal of C’s packet, from which it can decode C’s
packet. Likewise, C can decode A’s packet.

The promising analog NC technique motivates us to investi-
gate how to practically apply the analog NC and how well the
analog NC can perform in the multi-hop, multi-channel and
multi-radio wireless ad hoc networks with multiple unicast
sessions. The main goal of this paper is to analytically model
the network throughput improvements of the above mentioned
two types of wireless NC over wireless ad hoc networks. To
our best knowledge, there was no existing work reported yet
in the literature, which compares the network throughputs
achieved by the non-NC scheme, conventional NC scheme,
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Fig. 1. Diagrams of the relay network topologies. (a) An example of the
2-way relay network. (b) An example of the n-way relay network.

and analog NC scheme, respectively, from a theoretical per-
spective. Our contributions can be summarized as follows:

• We show that the network throughput gains of the con-
ventional NC and the analog NC are (2n)/(2n− 1) and
n/(n − 1), respectively, for the n-way relay networks
where n ≥ 2.

• Applying the linear programming/optimization technique,
we formulate a general framework, which is applicable to
any transmission schemes with or without NC, to max-
imize the network throughput for any wireless network
topologies. Our framework is featured with multi-path
routing that efficiently seizes the wireless NC opportu-
nities. Under the developed framework, we propose a
joint link scheduling, channel assignment and routing
algorithm to approach the obtained optimal network
throughput.

• We utilize the developed framework to quantitatively
characterize the network throughput gains of the con-
ventional NC and the analog NC in various network
topologies where the type of routing schemes, the number
of channels, and the number of radios may vary. We
also conduct extensive simulations to evaluate the per-
formance of our proposed joint link scheduling, channel
assignment, and routing algorithm.

The rest of this paper is organized as follows. Section II dis-
cusses the related works. Section III investigates the through-
put gain of wireless NC in the n-way relay networks with
n ≥ 2. Section IV describes the system models for the general
wireless ad hoc network topology. Section V develops the
general linear programming framework. Section VI designs
the joint link scheduling, channel assignment, and routing
algorithm for the wireless NC schemes. Section VII evaluates
the network throughput gains of the wireless NC schemes over
the non-NC scheme under a variety of general wireless ad hoc
network topologies. The paper concludes with Section VIII.

II. RELATED WORKS

The notion of NC was first coined in [5] in the context of
wired multicast communication. Since then, extensive research
efforts [6]–[8] have been devoted to the area of design and

analysis of NC for wired networks. However, the wireless net-
works cannot directly benefit from the NC schemes designed
for the wired counterpart. The conventional wireless NC [1],
[2] and analog NC [3], [4] were proposed for the wireless
networks to enhance the network throughput. In [9], the joint
superposition coding and convectional NC was proposed to
improve the network throughput.
The linear programming technique has been widely utilized

in previous work [10]–[14] to analyze the network throughput
for wireless ad hoc networks. The authors of [10] studied the
capacity region in multi-radio wireless networks using linear
programming technique. Our paper extends the similar multi-
channel multi-radio network modeling technique like that used
in [10] to model and analyze the different application targets
in multi-channel multi-radio networks. The authors of [11]
formulated the linear program to analyze the throughput of
NC for the wired networks with multiple unicast sessions.
In [12], the authors analyzed the throughput of conventional
wireless NC based on linear optimization. The authors of [13]
developed the XOR-Sym NC scheme, which achieved a lower
implementation complexity than the conventional wireless NC,
under the linear optimization based framework. In [14], the
authors formulated the optimization problem to seek the opti-
mal network throughput for the conventional NC with multiple
packet reception. None of the aforementioned work provides a
general framework to analyze the network throughput gain for
both the conventional and analog NC schemes in multi-hop,
multi-channel, and multi-radio wireless ad hoc networks.
On the other hand, there has been recent work on the

link scheduling, channel assignment, and routing in multi-hop
wireless ad hoc networks. The link scheduling and channel
assignment protocols in the link layer level for multi-channel
wireless networks have been studied in [15]–[17]. The optimal
routing and transmission scheduling approaches for multi-
channel multi-radio networks were studied in [18]. Recent
results in [19]–[22] provide various routing metrics to find
the load-balanced high-throughput path between a source and
a destination in the multi-channel multi-radio wireless ad hoc
networks. The joint link scheduling, channel assignment, and
routing without considering wireless NC have been investi-
gated in [10], [23].

III. THROUGHPUT GAIN IN n-WAY RELAY NETWORKS

We start with the n-way relay networks, where there are
n, with n ≥ 2, end nodes at outside and one relay node at
inside, as shown in Fig. 1(b). There are no direct wireless
links between any two end nodes. This implies that there is no
opportunistic listening.1 Notice that the opportunistic listening
is not considered in this paper because the opportunistic listen-
ing is practically difficult to be implemented under analog NC
schemes due to synchronization and power control problems.
Definition 1: One round of n-way relay is defined as the

process that each of n end nodes successfully distributes one
of its own packets to the all other (n − 1) end nodes.
We first study the performance of the conventional NC

in the n-way relay network. As discussed in Section I, the

1With the opportunistic listening, the nodes in the promiscuous mode can
use the packets overheard from the neighbors to help decode the network-
coded packets [2].
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conventional NC needs to spend 3 time slots to finish a round
of the 2-way relay. The following Lemma extends the above
result to the n-way relay network.
Lemma 1: For the n-way single-channel relay network, it

takes at least (2n − 1) time slots for the conventional NC
scheme without opportunistic listening to perform a round of
the n-way relay.

Proof: In the conventional NC scheme, the n-way relay
can be divided into two phases. In the first phase, each end
node sends its own packet to the relay node. It will take n
time slots to perform the first phase. In the second phase,
the relay node linearly combines the end nodes’ packets, and
then broadcasts the linearly combined packets to all the end
nodes. The process for any given end node to correctly decode
the combined packets from the relay node is analogical to
the process of solving a set of linear equations with (n − 1)
pronumerals. It requires at least (n − 1) independent linear
equations to obtain the values for the (n − 1) pronumerals,
each of which represents the packet of each end node. Thus,
it takes at least (n − 1) time slots to finish the second phase.
Thus, it takes at least n + (n − 1) = 2n − 1 time slots to
accomplish a round of n-way relay, which completes the proof
of Lemma 1.
Then, we focus on the analog NC scheme. As observed

from Section I, the analog NC takes at least 2 time slots to
finish a round of the 2-way relay. We then obtain the following
lemma to extend the result from the 2-way relay network to
the n-way relay network.
Lemma 2: For the n-way single-channel relay network, it

takes at least 2(n − 1) time slots for the analog NC scheme
without opportunistic listening to accomplish one round of the
n-way relay.

Proof: In the analog NC scheme, n end node can transmit
its packet to the relay node simultaneously. Similar to the proof
of Lemma 1, it also requires (n − 1) independent linearly
combined packets for any given end node to correctly decode
the other nodes’ packets. That is, (n−1) times of transmission
from different combination of end nodes are needed. On the
other hand, the relay node needs (n−1) time slots to broadcast
the (n − 1) linearly combined packets to the n end nodes.
Therefore, the total number of time slots that is needed to
complete one round of relay is 2(n − 1).
Theorem 1: For the n-way single-channel relay network,

the throughput gain of the conventional NC is (2n)/(2n− 1),
while the throughput gain of the analog NC is n/(n − 1).

Proof: If non-NC scheme is employed, it takes 2n time
slots to perform one round of n-way relay in the n-way relay
network. More specifically, on one hand, it takes n time slots
for each of n nodes to upload their own packets to the relay
node. On the other hand, it takes another n time slots for
the relay to broadcast the packets to every end node. Hence,
according to Lemmas 1 and 2, we can obtain Theorem 1.
According to Theorem 1, in the n-way relay networks, the

throughput gains of both the conventional NC and the analog
NC are maximized when n = 2. We continue to study the
upper-bound throughput that can be achieved by the analog
NC in the n-way single-channel relay network.
Theorem 2: For the n-way single-channel relay network,

∀ n ≥ 2, the analog NC without opportunistic listening can

achieve the upper-bound capacity, which is 0.5 packets per
time slot per node.

Proof: In one round of n-way relay, each end node can
receive (n−1) packets from the other (n−1) end nodes. Based
on Lemma 2, it takes at least 2(n−1) time slots for the analog
NC scheme without opportunistic listening to finish one round
of n-way relay. Thus, each end node of the network receives
(n− 1) packets from the other (n− 1) end nodes in 2(n− 1)
time slots. In other words, at most (n − 1)/[2(n − 1)] = 0.5
packets per time slot per node can be sent in the analog NC
scheme.

IV. SYSTEM MODELS FOR GENERAL NETWORK
TOPOLOGIES

We then consider the wireless ad hoc networks with general
network topologies, where there exist multiple unicast ses-
sions. The wireless spectrum is divided into a set of orthogonal
channels. Each node is equipped with either a single radio
or multiple radios. If a node has multiple radios, it can
communicate with more than one neighbor at the same time
over different orthogonal channels. To analyze the throughput
gain of wireless NC over the non-NC scheme for general
network topologies, we start with the system models including
network model and the wireless channel/interference models.

A. The Network Model

We model the wireless network topology, characterized
by the nodes and the links corresponding to pairs of nodes
within direct communication range and interference range, as
a directed graph G = (V, E, I), where V represents the set of
nodes, E is the set of data links, and I is the set of interference
links. Note that E is the set of links that can carry data, while
I is the set of links that can sense signals but not decode
the data. Let E−(v) and E+(v) be the sets of incoming and
outgoing links of node v with v ∈ V , respectively. Denote by
e = (u, v) the directed link in the network from node u to node
v with u, v ∈ V . Let t(e) and r(e) be the transmitting and
receiving nodes, respectively, of link e. Also, let e = (v, u)
be the reverse link of e = (u, v).
There are multiple orthogonal channels over each link in

the network. Let M and ‖M‖ be the set and the number of
these channels, respectively, over each link in the network. The
network is exploited by a number of sessions to transport data
packets. Denote the set of sessions by A. A session a, with
a ∈ A, is characterized by a triplet {s(a), d(a), θ(a)}, where
s(a), d(a), and θ(a) are the source node, destination node,
and throughput, respectively, of session a. Packets of session
a with a ∈ A are routed from s(a) to d(a) in multiple hops
if there is no directed link between the source and destination
nodes. Every node in the wireless network can be a source
or destination, i.e., s(a), d(a) ∈ V, ∀a ∈ A. There may be
multiple routes for session a from s(a) to d(a). Let Pa be the
set of available routes/paths for session a. For a path P ∈ Pa

of session a, it can be considered as an ordered subset of
links, P = {e0, e1, · · · , eNa}, such that t(e0) = s(a) and
r(eNa) = d(a). For any given path P , link e, and node v, we
use e ∈ P to represent that link e is on path P and v ∈ P
to represent that node v is on path P . Furthermore, we use
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e1e2 ∈ P to denote that the path P includes links e1 and e2,
and the link e2 is immediately behind e1, i.e., r(e1) = t(e2).

B. Wireless Channel/Interference Model

We denote by DT and DI the transmission range and
interference range, respectively. Because DI is always larger
than or equal to DT in practice, let DI = αDT with α ≥ 1.
Let h(u, v) be the Euclidean distance between nodes u and
v. This paper adopts the protocol model of interference [24].
There exists an edge e = (u, v) ∈ E, if and only if h(u, v) ≤
DT , which implies that nodes u and v can communicate
directly in one hop. Let cm(e) be the date rate of link e over
channel m. This is the maximum data rate at which node
t(e) can communicate with node r(e). There exists an edge
i = (u, v) ∈ I , if and only if DT ≤ h(u, v) ≤ DI , which
implies that nodes u and v cannot communicate directly in
one hop, but can interfere with each other. The definition of
interference link set I captures the behavior of the carrier
sense multiple access with collision avoidance (CSMA/CA)
featured by IEEE 802.11 medium access control (MAC) [25].
In light of carrier sensing, a communication between nodes
u and v can block all transmissions within distance DI away
from either u or v.

V. THE FRAMEWORK FOR GENERAL NETWORK
TOPOLOGIES

In this section, we formulate a general linear programming
framework to find the optimized flows for each link, which
maximize the network throughput while ensuring fairness in
the resource allocation among wireless nodes. Our frame-
work adopts the linear programming technique similar to
that used in [12]. However, significantly different from the
work reported in [12], where the framework is constructed
based on the conventional wireless NC scheme in single-
channel single-radio networks, our proposed framework is
applicable to the transmission scheduling schemes with or
without NC including the non-NC scheme, the conventional
NC scheme, and the analog NC scheme in multi-channel
multi-radio networks.

A. NC Links Combinations

It is not difficult to perceive that n-way relay is more
complicated to implement (e.g., due to the synchronization
problems) than the 2-way relay. On the other hand, Theorem 2
in Section III shows that the throughput gain is maximized for
the n-way relay networks without opportunistic listening when
n = 2. Hence, we focus on the 2-way relay case only in the
rest of this paper.
For the convenience of presentation, in Table I we summa-

rize the important notations which will be used in the rest
of the paper. We then formulate various sets of NC links
combinations. In fact, an NC links combination is a set of
data links which together can perform the NC operation.
The existence of an NC links combination depends on the
routes/paths of different sessions. First, we introduce two
basic NC links combinations: incoming and outgoing NC links
combinations. Figs. 2(a) and (b) show the examples of an

Fig. 2. Illustrations of various NC links combinations. (a) an incoming NC
links combination. (b) an outgoing NC links combination. (c) a 4-node NC
links combination. (d) a 5-node NC links combination.

incoming NC links combination and an outgoing NC links
combination, respectively. Under the analog NC scheme, the
pair of links in the incoming/outgoing NC links combination
can and must be active at the same time for the two-way
relay traffic. In particular, based on the analog NC, nodes
B and D transmit packets to node C simultaneously, as
shown in Fig. 2(a), which implies that the incoming NC links
combination is active. In the next time slot, node C broadcasts
the mixed analog signal of nodes B and D, and thus, nodes B
and D can decode each other’s packet, as shown in Fig. 2(b).
This NC operation is characterized by an outgoing NC links
combination. Definitions 2 and 3 provide the ways to construct
the incoming NC links combinations and outgoing NC links
combinations, respectively.
Definition 2: L− = {e1, e2}, the set of two directed links,

e1 and e2, is an incoming NC links combination, if e1e2 ∈ P1,
e2e1 ∈ P2, ∀P1 ∈ Pa1 , P2 ∈ Pa2 , ∀a1 �= a2 ∈ A.
Definition 3: L+ = {e1, e2}, the set of two directed links,

e1 and e2, is an outgoing NC links combination, if e1e2 ∈ P1,
e2e1 ∈ P2, ∀P1 ∈ Pa1 , P2 ∈ Pa2 , ∀a1 �= a2 ∈ A.
Briefly speaking, the incoming NC links combination char-

acterizes the native physical-layer coding ability of the analog
NC, while the outgoing NC links combination represents the
broadcast nature of wireless channel. Let L− and L+ be the
sets of the incoming and outgoing NC links combinations,
respectively. In addition, let L3 � L− ∪ L+, which is the set
of the three-node NC links combinations.
Lemma 3: If L = {e1, e2} ∈ L3, there exists Pa ∈ Pa and

Pb ∈ Pb, a �= b ∈ A, such that e1e2 ∈ Pa and e2e1 ∈ Pb.
Proof: According to the rules on how to construct the

incoming and outgoing NC links combinations (i.e., Defini-
tions 2 and 3), the proof for Lemma 3 is straightforward, and
is thus omitted.
Remark 1: Lemma 3 indicates that links in the NC links

combination are traversed by at least two different sessions
which have reverse directions of each other.
Definition 4: Given L ∈ L3, let (a, b) with a �= b ∈ A be

the session pair that enables the L. Let S(L) be the set of
those session pairs of L.
It is worth noting that Lemma 3 guarantees that S(L) is

non-empty. The previously constructed L3, where there are
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TABLE I
THE VARIABLES AND NOTATIONS USED IN THE PAPER

G network graph V set of vertices
E set of directed data links I set of interference links

E(v) set of directed data links incident on node v I(v) set of interference links incident on node v
E−(v) set of incoming data links incident on node v E+(v) set of outgoing data links incident on node v

M set of channels over each link in the network N number of nodes in an N -node NC links combination
A set of sessions Pa set of available paths for session a, a ∈ A

cm(e) data rate of link e over channel m f(e) total flow rate over link e

fNC
m (L) flow rate of NC links combinations L over channel m fU

m(e) flow rate of unicast traffic on link e over channel m
Fa(p) flow rate of session a over path p e reverse link of directed link e
L set of all NC links combinations LN set of N -node NC links combinations
L− set of incoming NC links combinations L+ set of outgoing NC links combinations

S(L) set of session pairs associated with L, L ∈ L L(e) set of NC link associated with link e
EC(e) set of conflict links for link e LC(e) set of conflict NC links combinations for link e
t(e) transmitting node of link e r(e) receiving node of link e
s(a) source node of session a d(a) destination node of session a
W (v) the number of radios in node v k(a) predetermined flow weight for session a

three nodes involved, represents the basic NC scenario. We
notice that the outgoing and incoming NC pair may be further
combined into a more powerful NC links combination, as
shown in Figs. 2(c) and (d). Thus, we can further explore the
NC opportunity involving more than three nodes. Note that
the generalized packet-forwarding mechanism to decode and
code the analog NC packets for any NC links combinations
can be found in [3].
Theorem 3: L =

⋃N−2
i=1 Li is an N -node NC links combi-

nation (consisting of N nodes), if and only if there exists
Li �= Lj ∈ L3, ∀i �= j = 1, · · · , N − 2, which satisfies
the following conditions: Condition 1:

⋂N−2
i=1 S(Li) �= ∅;

Condition 2: Li ∩ Li+1 �= ∅, ∀i = 1, · · · , N − 3; and
Condition 3: h(r(e1), t(e2)) > DI , where e1 ∈ Li, e2 ∈ Lj ,
and t(e1) �= t(e2), (r(e1), t(e2)) /∈ Li ∩ Lj .

Proof: We prove the sufficient condition of Theorem 3
first. If L =

⋃N−2
i=1 Li where Li �= Lj ∈ L3, ∀i �= j =

1, · · · , N − 2 is an N -node NC links combination, then
all links in L can be active simultaneously. Since the links
together perform NC operations, the links carry data for
at least one common session, which leads to Condition 1.
Note that the nodes in an NC links combination should be
concatenated one by one. In other words, Li and Li+1 should
have one common links. We thus have Condition 2. In an NC
links combination, a given sender should not interfere with the
receiver that does not perform the analog NC operations with
the given sender. Thus, the distance between the sender and
the receiver that do not perform NC operations together should
be larger than the interference range (DI), which is equivalent
to Condition 3. Hence, the sufficient condition follows.
Then, we prove the necessary condition of Theorem 3.

Suppose that there exists (N −2) distinct three-node NC links
combinations, i.e., Li �= Lj ∈ L3, ∀i �= j = 1, · · · , N − 2. If
Condition 1,

⋂N−2
i=1 S(Li) �= ∅ holds, then there is at least one

common session that is shared by all Li, i = 1, · · · , N − 2.
Condition 2, Li ∩ Li+1 �= ∅, ∀i = 1, · · · , N − 3, implies
that a link in Li overlaps with a link in Li+1. In other words,
Li and Li+1 share two common nodes and the transmission
direction of the common nodes in Li and Li+1 is the same.
Under Condition 1, if there are (N − 2) distinct three-
node NC links combinations, there are N distinct nodes
that are concatenated into a continuous path. According to
Condition 3, h(r(e1), t(e2)) > DI , where e1 ∈ Li, e2 ∈ Lj ,

and t(e1) �= t(e2), (r(e1), t(e2)) /∈ Li ∩ Lj , ensures that
the sender (t(e2)) does not interfere with the receiver (r(e1))
which does not perform the analog NC operations with the
node t(e2). Therefore, all links included in L =

⋃N−2
i=1 Li can

be active simultaneously to perform the analog NC operations,
and thus constitute an NC links combination, which completes
the proof of necessary condition for Theorem 3.
According to Theorem 3, we can use the NC links com-

binations in L3 as elements to obtain the set of N -node
NC links combinations, denoted by LN , with N > 3. Let
L =

⋃
N≥3 LN be the super set of all types of NC links

combinations. Let L(e) be the subset of L such that for any
L ∈ L(e), L contains link e.
Based on the idea of analog NC, every link in the NC

links combination can be active at the same time. Thus,
theoretically, more links being included in the NC links
combination implies the higher network efficiency that the
network can achieve. However, the larger the number of
involved NC links, the more complicated the system is. This
is because the nodes associated with the NC links need to be
accurately synchronized together to transmit/receive packets
to take advantage of the analog NC. It is not realistic to
achieve the accurate synchronization for a large number of
nodes. Hence, in this paper, we only consider the NC links
combination that contains no more than one element in L−. In
other words, in an NC links combination there is at most a pair
of incoming links that are incident in a single node. Therefore,
the most complicated and realistic case we consider is the
5-node NC links combination. Fig. 2 shows all the possibly
realistic NC scenarios that we consider.

B. Sets of Conflict Links and NC Links Combinations

We consider the popular IEEE 802.11 MAC with Request-
To-Send/Clear-To-Send (RTS/CTS) mode as the MAC proto-
col. Under this protocol, for the unicast communications, all
neighbors of a pair of transmitter and receiver, which is asso-
ciated with link e, have to prohibit from transmitting/receiving
to/from the transmitter and receiver. We call the links that are
incident on the transmitter t(e) and receiver r(e) as the conflict
links of link e. We denote by EC(e) the set of conflict links
of link e. Every link except itself in EC(e) interferences with
link e, which implies that any link in EC(e) cannot be active
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at the time when the link e is active. The set of conflict links
of e with e ∈ E ∪ I can be given by

EC(e) ⊇ {E(t(e)) ∪ E(r(e)) ∪ I(t(e)) ∪ I(r(e))}. (1)

Besides the conflict links for the unicast traffic, we also
need to take into account the conflict NC links combinations
for the NC traffic. For any given link e ∈ E, any L which
is associated with one of conflict links of link e can not be
active as link e is active. Thus, the set of conflict NC links
combinations, denoted by LC(e), of link e can be obtained by

LC(e) =
⋃

e′∈EC(e)

L(e′). (2)

C. Problem Formulation

Let k(a) be the predetermined flow weight for session a,
with a ∈ A. The larger the k(a) for session a is, the more
flow rate the session a requests. Let λ be the scaling factor
by which the flows of each session can be scaled up. We seek
to maximize λ where at least λk(a) amount of throughput
is guaranteed for any session a, with a ∈ A. We have the
following six constraints:
1. Fairness constraint
Let Fa(P ) be the amount of flow on path P for session

a, where P ∈ Pa, a ∈ A. Thus, the throughput (θ(a)) of
session a is equal to

∑
P∈Pa

Fa(P ). To ensure the fairness
of resource allocation among different sessions, we have the
following constraint:

θ(a) =
∑

P∈Pa

Fa(P ) = k(a)λ, ∀a ∈ A, (3)

where k(a), a ∈ A is the predetermined flow weight parameter
for session a.
2. Link flow constraint
There are two types of traffic on link e, with e ∈ E: i)

the unicast traffic and ii) the NC traffic. For each link e, with
e ∈ E, let fU

m(e) and fNC
m (L) be the flow of unicast traffic

on link e and the flow of the NC traffic on link e associated
with the NC links combination L with L ∈ L(e), respectively,
over channel m. Thus, the total amount of flow, denoted by
f(e), of link e, with e ∈ E, is the sum of all unicast traffic
and NC traffic, i.e.,

f(e) =
∑

m∈M

fU
m(e) +

∑
m∈M

∑
L∈L(e)

fNC
m (L). (4)

At the same time, the amount of flow on link e should also
be equal to the total flow of all sessions which have routes
going through link e. Thus, we have

f(e) =
∑
a∈A

∑
P∈Pa:P�e

Fa(P ). (5)

3. Flow conservation constraint
We have the following constraint to maintain flow balance

at every wireless node for each session.∑
e∈E+(v)

f(e) −
∑

e∈E−(v)

f(e) =

⎧⎪⎪⎨
⎪⎪⎩

0, ∀v �= s(a), d(a), ∀a ∈ A∑
a∈A,s(a)=v

∑
P∈Pa

Fa(P )
−∑

a∈A,d(a)=v

∑
P∈Pa

Fa(P ),
∀v = s(a), d(a), ∀a ∈ A

(6)

4. Transmission interference constraint
For any given NC links combination L ∈ L over channel

m, the fraction of time, denoted by xNC
m (L), during which L

over channel m is active, can be given by

xNC
m (L)=

{
fNC

m (L)
mine∈L{cm(e)} , mine∈L{cm(e)} > 0
0, otherwise

(7)

where the term of mine∈L{cm(e)} is to guarantee that all
nodes associated with L can correctly decode the received
signals over channel m. The fraction of time, during which
link e over channel m for unicast traffic is active, is written
as:

xU
m(e) =

{
fU

m(e)
cm(e) , cm(e) > 0
0, otherwise.

(8)

Thus, considering the unicast and the NC traffic together, we
derive the transmission interference constraint as follows:∑

e′∈EC(e)

xU
m(e′) +

∑
L∈LC

m(e)

xNC
m (L) ≤ 1,

∀m ∈ M and ∀e ∈ E ∪ I. (9)

It is worth noting that the constraint given in Eq. (9) is applied
not only to the data links (E), but also to the interference links
(I). This is because given an interference link e, with e ∈ I ,
between two nodes u and v, if one of the data links incident
on either node u or v is active, then the other node has to be
silent for that time slot.
5. Link capacity constraint
Since the link rate is the upper bound of the link flow, we

get

0 ≤ fU
m(e) ≤ cm(e), ∀m ∈ M and ∀e ∈ E. (10)

Similarly, the NC flow should be less than the minimum link
rate among all links associated with this NC links combina-
tion. Then, we obtain

0 ≤ fNC
m (L) ≤ min

e∈L
{cm(e)}, ∀m ∈ M and ∀L ∈ L. (11)

6. Node radio constraint
Denote by W (v) the number of radios that a node v has.

Since a node v with W (v) radios can work on at most W (v)
channels simultaneously, in any interference free schedule, the
fraction of time, during which the unicast and NC traffics are
active in node v, is constrained by the following:

∑
m∈M

⎛
⎝ ∑

e∈E(v)

xU
m(e) +

∑
L∈S

e∈E(v) L(e)

xNC
m (L)

⎞
⎠≤W (v). (12)

The objective of the node radio constraint is to guarantee
that the radios and channels assignments are feasible for any
number of radios for each node and any number of channels.
In addition, notice that the node radio constraint is applied to
each individual node. Our framework can be readily applied
to the case where different nodes are equipped with different
numbers of radios.
After obtaining the constraints given in Eqs. (3)-(12), we

thus can finalize a linear program, denoted by LP1, to find
the flows which maximize λ subject to the above constraints.
Table II shows the complete LP1. It is worth noting that
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TABLE II
LINEAR PROGRAM 1 (LP1) USED TO FIND THE FLOWS THAT MAXIMIZE λ.

Maximize: λ

Subject to: X
P∈Pa

Fa(P ) = k(a)λ, ∀a ∈ A

f(e) =
X

m∈M

fU
m(e) +

X
m∈M

X
L∈L(e)

fNC
m (L), ∀e ∈ E

f(e) =
X
a∈A

X
P∈Pa:P�e

Fa(P ),∀e ∈ E

xU
m(e) =

(
fU

m(e)

cm(e)
, cm(e) > 0

0, otherwise

xNC
m (L) =

(
fNC

m (L)

mine∈L{cm(e)} , mine∈L{cm(e)} > 0

0, otherwise

X
e′∈EC(e)

xU
m(e′) +

X
L∈LC

m(e)

xNC
m (L) ≤ 1, ∀m ∈ M and ∀e ∈ E ∪ I

X
m∈M

0
B@ X

e∈E(v)

xU
m(e) +

X
L∈S

e∈E(v) L(e)

xNC
m (L)

1
CA ≤ W (v), ∀v ∈ V

0 ≤ fNC
m (L) ≤ min

e∈L
{cm(e)}, ∀m ∈ M and ∀L ∈ L

0 ≤ fU
m(e) ≤ cm(e), ∀m ∈ M and ∀e ∈ E

X
e∈E+(v)

f(e) −
X

e∈E−(v)

f(e) =

8>><
>>:

0, ∀v �= s(a), d(a), ∀a ∈ AP
a∈A,s(a)=v

P
P∈Pa

Fa(P )

−P
a∈A,d(a)=v

P
P∈Pa

Fa(P ),

∀v = s(a), d(a), ∀a ∈ A

the LP1 represents the general form for the throughput op-
timization problems of the non-NC scheme, conventional NC
scheme, and analog NC scheme. In particular, if we set L(e) =
∅, ∀e ∈ E, then the LP1 becomes the throughput optimization
problem for the non-NC scheme. On the other hand, when we
redefine L = L+, the set of NC links combinations includes
the conventional NC links only. That is, only the NC scenario
as shown in Fig. 2(b) is considered. After we recalculate L(e)
and LC(e), ∀e ∈ E, the new LP1 characterizes the throughput
optimization problem of the conventional NC scheme. After
solving the LP1s for the non-NC scheme, conventional NC
scheme, and analog NC scheme, respectively, we can obtain
the throughput gains of the conventional NC scheme and the
analog NC scheme over the non-NC scheme for wireless ad
hoc networks with any network topologies.

VI. JOINT LINK SCHEDULING, CHANNEL ASSIGNMENT,
AND ROUTING ALGORITHM

A. Routing Strategies

Our developed framework supports both the multi-path
routing and single-path routing strategies. In other words, a
given session can have either a single path or multiple paths.
Intuitively, multi-path coding strategy can provide the most
coding opportunities for the wireless NC schemes. However,

A Be1 e4
e2
e3

A B

C

e1

e2

e3

e4

e5

(a) (b)

Fig. 3. The examples of direct cycles and redundant paths. (a) The example
of direct cycle. (b) The example of redundant paths.

for some routing schemes, multi-path strategy is not applicable
due to the high routing maintenance overhead. Thus, we
also consider two types of single path routing strategies: i)
shortest single-path routing and optimized single-path routing.
In particular, the single-path routing can be obtained by
Dijkstra’s algorithm. On the other hand, the key idea of the
optimized single-path routing is to select the path that provides
the maximum flow in the multi-path routing for each session.
The optimized single-path routing can be obtained by the
following two steps. First, we solve the LP1 with multi-path
routing. For each session, we select the path that achieves the
highest flow, i.e., p = arg maxp∈Pa Fa(p). Second, we input
these obtained optimized single-path routes for each session
to the LP1 and re-solve the LP1.

B. Traffic Routing Optimization

The LP1 described in Table II gives the optimized flows
on each link, which maximize λ for each session subject to
the fairness constraint given in Eq. (3) in the wireless ad
hoc networks. Let the optimal solution to this LP1 be λ∗.
There may be multiple combinations of the flows for each
link that can obtain λ∗. Although the solution from LP1
obtains the best possible λ, the obtained flows for unicast
and NC traffic over each link are not necessarily the optimal
in terms of interference, because we have the following two
observations. i) The flow may have directed cycles. This may
happen since the LP1 does not try to minimize the amount
of interference directly. Fig. 3(a) shows an example of the
directed cycle problems. Nodes A and B are not source or
sink nodes. Assume that all links have the same capacity. The
LP1 may give the following results: f(e1) = f(e4) = 0.1,
f(e2) = 0.4, and f(e3) = 0.3. In fact, the actual flow
between nodes A and B should be only 0.1 unit. By removing
the flow on the directed cycle flow, we get the following
results: f(e1) = f(e2) = f(e4) = 0.1 and f(e3) = 0.
The interference is reduced while the flow conservation still
holds. ii) The flow may go through redundant paths. Note that
redundant paths imply more link transmissions, and thus more
interference between links. Fig. 3(b) gives an example of this
case. Suppose that all links have the same capacity. Nodes A,
B, and C are not the source or sink. The solution to LP1 may
be as follows: f(e1) = f(e5) = 0.3, f(e2) = f(e4) = 0.1,
and f(e3) = 0.2. Clearly, two-hop path {e2,e4} are redundant.
The one hop path {e3} can take all the flows that go through
the two-hop path. Thus, after removing the redundant path, we
get f(e1) = f(e3) = f(e5) = 0.3 and f(e2) = f(e4) = 0,
which not only satisfies the conservation constraint, but also
reduces the total interference.
Therefore, the above observations imply that it will be

practical to find the flows for each link among all solutions
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such that the optimal λ∗ is attained and the total interference
is minimized. Thus, we introduce the second linear program,
denoted by LP2. The objective of the LP2 is to minimize the
total interference between any two links. Intuitively, we set
the objective of LP2 as follows:

minimize
∑

m∈M

[∑
e∈E

xU
m(e) +

∑
L∈L

xNC
m (L)

]
(13)

where xU
m(e) and xNC

m (L) are given by Eqs. (8) and (7),
respectively. LP2 has the similar constraints with LP1. The
only difference of constraint conditions between LP1 and LP2
is the fairness constraint, which is modified as follows in LP2:∑

P∈Pa

Fa(P ) = k(a)λ∗, ∀a ∈ A. (14)

C. Link Scheduling and Channel Assignment

Solving LP2, we obtain the optimal flows for each link and
NC links combination. We then develop the link scheduling
and channel assignment algorithm based on the solution to the
LP2, which aims at approximately attaining the optimal λ∗.
Due to the node hardware constraints, the radio transceiver has
to work over an assigned channel for a period of time before
it can switch to another different channel. Let Ts (Ts ≥ 1)
be this period of time in the unit of time slots. Thus, we can
update the channel assignment every Ts time slots.
Let π(e) be the schedule for link e. The schedule of link e,

π(e), contains the information about that during which time
slot (τ ) and on which channel (m), what type of traffic (b)
is active. Schedule π(e) can be constructed by the following
definition:
Definition 5: π(e) is a set of triplet (τ, m, b), where τ ,

τ = 1, 2, · · · , represents time slots, m, m ∈ M denotes
channels, and b, b = 0, 1 indicates the traffic types. In
particular, (τ, m, 1) ∈ π(e) if the link e is active at time
slot τ over channel m for NC traffic. On the other hand,
(τ, m, 0) ∈ π(e) if there is the unicast traffic carried on link
e at time slot τ over channel m.
Note that the problem of optimal channel assignments is

NP-hard. We therefore design a heuristic greedy algorithm
to obtain the schedule π(e), ∀e ∈ E, which approximates
the optimal solution derived by the LP2. The objective of
our proposed algorithm is to provide a feasible solution to
approximate the optimal network throughput. The solution to
LP2 is the input of the link scheduling and channel assignment
algorithm. Once we get the solution from the LP2, we scale
all the link flows to make them integers. We scale the flows by
an appropriately large value β so that the eliminated fractional
portion is negligible. The key idea of our link scheduling
and channel assignment algorithm is to assign the flows to
channels in as few time slots as possible. We implement this
in a greedy way every Ts time slots. Since we do not need
to assign the unicast link flows or NC flows to channels
that are given by the solution of LP2, we sum up all the
unicast flows over different channels on the link e into a single
unicast flow, denoted by gU (e) =

∑
m∈M fU

m(e). Similarly,
we aggregate all the NC flows associated with the same NC
links L combinations over different channels to a single NC

Algorithm 1 The Link Scheduling and Channel Assignment Algorithm

00. Input: fU
m(e), ∀e ∈ E, m ∈ M , fNC

m , ∀L ∈ L, m ∈ M
01. Output: π(e), ∀e ∈ E, Tp

02. gU (e) :=
P

m∈M fU
m(e), ∀e ∈ E

03. gNC(L) :=
P

m∈M fNC
m (L), ∀L ∈ L; π(e) := ∅, ∀e ∈ E

04. Tp := 0; ZE := E; ZL = L; time idx = 1
05. while (ZE 	= ∅ || ZL 	= ∅)
06. BE := ZE ; BL := ZL
07. U(v) := W (v), ∀v ∈ V //reset the number of radios
08. cm(e) := cm(e), ∀e ∈ E, m ∈ M //reset the capacity for each link
09. while BL 	= ∅
10. L := arg maxL′∈BL gNC(L′)
11. m := arg maxm′∈M [mine∈L cm′ (e)]
12. if mine∈L cm(e) > 0 && mine∈L U(t(e)) > 0
13. && mine∈L U(r(e)) > 0 then
14. //assign channel m to L
15. π(e) := π(e) ∪ {τ, m, 1},
16. ∀e ∈ L, τ ∈ [time idx, time idx + Ts − 1]

17. gNC(L) := gNC(L) − Ts mine∈L cm(e)
18. //set all links associated with L over channel m unavailable
19. cm(e) := 0, ∀e ∈ E : LC(e) � L
20. U(t(e)) := U(t(e)) − 1, U(r(e)) := U(r(e)) − 1,
21. ∀v ∈ S

e∈L{t(e) ∪ r(e)} //available radios reduce by 1
22. if (gNC(L) < 0) then ZL := ZL\L end if
23. end if
24. BL := BL\L
25. end while
26. while BE 	= ∅
27. e := arg maxe′∈BE

gU (e′)
28. m := arg maxm′∈M cm′ (e)
29. if cm(e) > 0 && U(t(e)) > 0 && U(r(e)) > 0 then
30. //assign channel m to link e
31. π(e) := π(e) ∪ {τ, m, 0},
32. ∀τ ∈ [time idx, time idx + Ts − 1]

33. gU (e) := gU (e) − Tscm(e)

34. cm(e′) := 0, ∀e′ ∈ EC(e)
35. U(t(e)) := U(t(e)) − 1; U(r(e)) := U(r(e)) − 1

36. if (gU (e) < 0) then ZE := ZE\e end if
37. end if
38. BE := BE\e
39. end while
40. Tp := Tp + Ts

41. end while

Fig. 4. The pseudo code of the link scheduling and channel assignment
algorithm for wireless NC schemes.

flow, denoted by gNC(L) =
∑

m∈M fNC
m (L). Fig. 4 shows

the pseudo code of our link scheduling and channel assignment
algorithm.
In every Ts time slots, we first schedule for the NC flows,

and then for the unicast flows. When we schedule for the NC
flows, we sort the NC links combinations in a decreasing order
of the unassigned flows (gNC). We assign the first NC links
combination to the channel that can provide maximum flow
rate. Since the flow rate of an NC links combination L relies
on all the links associated with L, the channel m that satisfies
maxm∈M{mine∈Lcm(e)} is assigned to the first NC links
combinations. If channel m exists and every node associated
with L has at least one radio available, then we assign the
channel m to each link contained in the NC link combination
L, i.e., π(e) = π(e) ∪ (τ, m, 1). After assigning the channel
to NC link combinations L, we need to set the capacity for
all the links that are associated with L to zero in order to
prevent the links from being assigned to other links in the same
time slot. Furthermore, the radio of each node incident on the
involved links should be decreased by 1. If there is no channel
that can be assigned to the current NC links combination, we
move on to the next NC links combination with second highest
flow. We repeat the above procedure until we reach the last
NC links combination. Then, we start the process of channel
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(a) (b)

Fig. 5. The network topologies. (a) The grid network with 49 nodes. (b)
The random graph network with 34 nodes.

assignments and link schedule for the unicast traffic, which is
very similar to that for the NC traffic. After we go through
all the NC links combinations for NC traffic and all the links
for the unicast traffic. We check if there are still unassigned
flows,

∑
L∈L gNC(L)+

∑
e∈E gU (e) > 0. If so, we move on

to the next Ts time slots and repeat the scheduling process for
both NC traffic and unicast traffic until all unassigned flows
become zero.
Since the solution to LP2 contains the routing information

for each session, the final outputs of the link scheduling
and channel assignment algorithm, as shown in Fig. 4, are
the joint link scheduling, channel assignment, and routing
results, which approximately obtain the optimal throughput
for each session over the wireless ad hoc networks. Given
the link resources assignments derived from LP1 or LP2, the
link scheduling and channel assignment algorithm for wireless
NC schemes can eventually find the feasible solution for the
link resources assignments since the flow of each link is
finite. Therefore, our proposed link scheduling and channel
assignment algorithm ensures convergence and stability.

VII. PERFORMANCE EVALUATION

A. Evaluation Setups

In this section, we evaluate the performance of various
wireless NC schemes over the non-NC scheme in the multi-
channel multi-radio wireless ad hoc networks, where there are
multiple unicast sessions. We focus on three different network
topologies including the linear network with 30 nodes, the
7 × 7 grid topology network with 49 nodes, and the random
graph network with 34 nodes. More specifically, in the linear
network, the 30 nodes are deployed along a line and the
distance between two consecutive nodes is 1 unit. Fig. 5(a)
shows the network topology of the 7 × 7 grid network in
which there are 49 nodes. The distance between two adjacent
grid points is 1 unit. Every wireless node is placed at a grid
point. Fig. 5(b) shows the network topology of the random
graph network where 34 nodes are arbitrarily deployed in the
square region where each side is 3.3 units long.
For each network topology, we study the non-NC scheme,

the conventional NC scheme, the analog NC scheme with only
three-node NC links combinations, and the fully functional
analog NC scheme. Specifically, the analog NC scheme with
only three-node NC links combinations, referred to as NC3,
is the NC scheme that takes advantage of the NC links
combinations in which at most three nodes are involved. The

possible NC links combinations of the NC3 scheme are those
shown in Figs. 2(a) and (b). On the other hand, the fully
functional analog NC scheme, referred to as NC5, is the
NC scheme that utilizes all possible and realistic NC links
combinations. The NC links combinations that are enabled by
the NC5 scheme include those shown in Figs. 2(a)-(d).
We set the communications range of each node and the

interference range to be 1 unit and 1.4 units, respectively.
We assume a free-space wireless channel model in which
the link data rate depends only on the distance between
two nodes of the link. We vary the number of sessions, the
number of radios, and the number of channels, respectively.
For each session, two distinct nodes are randomly chosen as
source and destination. For the sake of simplicity, let each
channel have the same capacity and each session have the
same flow weight, i.e., k(a) = k(b) = 1, ∀a �= b ∈ A.
Suppose that each node has the same number of radios, i.e.,
W (u) = W (v), ∀u �= v ∈ V . For each network topology, we
solve the linear programs, LP1 and LP2 using AMPL [26]
with the LP SOLVE solver [27] to obtain the theoretically
optimized network throughputs and the corresponding flows
for the non-NC scheme, the conventional NC scheme, the
NC3 scheme, and NC5 scheme, respectively. Then, we cal-
culate the network throughput gains of the three NC schemes
over the non-NC scheme. Regarding the routing strategies,
we will consider the shortest single-path routing, multiple
path routing, and optimized single-path routing, as discussed
in Section VI-A. We also compare the theoretical network
throughput, i.e., the solution of LP1, with the experimental
network throughput which is obtained by our designed joint
link scheduling, channel assignment, and routing algorithm.
The value of Ts in the algorithm is set to 1 in the following
evaluations.

B. The Throughput Gain of Wireless NC Schemes

We first study the network throughput gain of wireless
NC schemes over the non-NC scheme in different network
topologies. We focus on the case where each node has one
radio and there is only one channel in the networks. In
the linear network, we consider only the single-path routing
because there is only one route for any given session. Figs. 6(a)
and (b) show the network throughput gains of wireless NC
schemes over the non-NC scheme and the percentages of NC
traffic of different wireless NC schemes, respectively, in the
linear network. As shown in Fig. 6(a), the network throughput
gain of the NC 5 scheme significantly outperforms the other
two NC schemes. The NC3 scheme achieves better network
throughput gain than the conventional NC scheme in the linear
network topology. As the number of sessions increases, the
network throughput gain gets larger for all of the wireless
NC schemes. This can be explained by Fig. 6(b) which shows
the percentage of the NC traffic, which is the ratio of the
total amount of NC flows to the total amount of all flows,
for the three wireless NC schemes. As shown in Fig. 6(b),
the percentage of NC traffic gets larger when the number of
sessions increases. Note that the NC traffic can utilize the
network bandwidth more efficiently than the unicast traffic.
The more the NC opportunities exist, the higher the throughput
the network can support.
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Fig. 6. The performance of wireless NC in the linear network with 30 nodes. (a) The network throughput gain. (b) The percentage of NC traffic.
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Fig. 7. The performance of wireless NC in the grid network with 49 nodes. (a) The network throughput gain. (b) The percentage of NC traffic.

Figure 7 shows the performance of the wireless NC in
the grid network. From Fig. 7(a), for any given wireless
NC scheme, the multi-path routing can significantly increase
the network throughput gain as compared to the single-path
routing. It is expected because more routes per session mean
that there are more NC opportunities along the routes. It is
interesting to note that when the multi-path routing is adopted,
the performance gap between the NC5 and the NC3 is much
larger than that when the single-path routing is adopted. The
reason behind this is that when the multi-path routing is
adopted, the NC5 can find much more NC links combinations
than the NC3, especially in the grid network. When the single-
path routing is employed, the throughput gain of the NC5 is
close to that of the NC3, because there are few NC links
combinations that belong to L4 and L5. Correspondingly, the
percentage of NC traffic under the single-path routing strategy
is much lower than that under the multi-path routing strategy,
as shown in Fig. 7(b). The higher the percentage of NC traffic,
the larger the throughput gain. Overall, when the multi-path

routing is used, the NC5 and NC3 can increase the network
throughput by about 60% and 39%, respectively, as compared
to the conventional NC scheme in the grid network.
In contrast, the improvement brought by the multi-path

routing is less in the random graph network as compared to
the grid network, as shown in Fig. 8(a). Fig. 8(a) also shows
that the throughput gain of NC5 is exactly the same as the
NC3, which implies that no NC links combinations in the NC5
belong to neither L4 nor L5, and thus the NC5 is degraded
to the NC3. In Fig. 8(a), the network throughput gain of the
wireless scheme fluctuates as the number of sessions varies.
This is because the number of NC links combinations is not
persistent when the number of sessions changes. As shown
in Fig. 8(b), in the random graph network, the percentage
of NC traffic is lower than that in the grid network given
the same number of sessions and wireless NC scheme. In
the random network, the NC5 and NC3 can increase the
network throughput by 24% and 18%, respectively, on average
as compared to the conventional NC scheme.
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Fig. 8. The performance of wireless NC in the random graph network with 34 nodes. (a) The network throughput gain. (b) The percentage of NC traffic.

0 5 10 15 20 25 30
1

2

3

4

5

6

7

8

9

Number of Sessions

N
or

m
al

iz
ed

 n
et

w
or

k 
th

ro
ug

hp
ut

NC5 theoretical
NC5 implementation
Conventional NC theorectical
Conventional NC implementation

Multi−Path Routing

Optimized Single−Path Routing

Shortest Single−Path Routing

Fig. 9. The impact of routing strategies on the network throughput in the
single-channel single-radio grid network. The solid lines, dotted lines and
dotted-dashed lines with different symbols represent the different schemes
under the multi-path routing, optimized single-path routing, and shortest
single-path routing, respectively.

It is worth noting that even though we focus on the single-
channel single-radio case, our analytical models can be also
applied to the multi-channel multi-radio case. The numerical
results, which are omitted in this paper due to lack of space,
show that the trends of the throughput gain for wireless NC
schemes in multi-channel multi-radio case are similar to those
in single-channel and single-radio case. Furthermore, we will
analyze the performance impact of multi-radio and multi-
channel in the following section.

C. Performance Impact of Routing Strategies

Figures 9 and 10 show that the different performance
impacts when the different routing strategies are used in the
grid network and the random graph network, respectively. In
the grid network, the multi-path routing can greatly benefit
the network throughput for the wireless NC schemes. The
optimized single-path routing strategy achieves better network
throughput than the shortest single-path routing strategy. The
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Fig. 10. The impact of routing strategies on the network throughput in
the single-channel single-radio random graph network. The solid lines, dotted
lines and dotted-dashed lines with different symbols represent the different
schemes under the multi-path routing, optimized single-path routing, and
shortest single-path routing, respectively.

improvement of the multi-path routing over the optimized
single-path routing in the grid network is more noticeable than
that in the random graph network.

As shown in Figs. 9 and 10, we also compare the theo-
retical network throughput obtained by solving LP1 with the
experimental network throughput achieved by implementing
our joint link scheduling, channel assignment, and routing
algorithm. There is a gap between the theoretical network
throughput and the experimental one. It is more difficult
for our heuristic algorithm to obtain the optimal channel
assignments when the percentage of NC traffic is higher. The
efficiency of our algorithm is about 0.77 on average when NC5
and multi-path routing strategy are adopted. When the single-
path routing is used, the efficiency of our algorithm can reach
up to 0.9. On the other hand, given the same routing strategies,
the efficiency of our algorithm is higher for the conventional
NC scheme than the NC5 scheme.
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Fig. 11. The performance impact of multi-channel and multi-radio in the
grid network where the number of unicast sessions is 30.

D. Performance Impact of Multi-Radio and Multi-Channel

Then, we study how the multi-radio and multi-channel af-
fect the performance of the wireless NC schemes when multi-
path routing is adopted. The performance evaluations of multi-
radio and multi-channel under single-path routing strategies is
omitted here since they are similar to those under the multi-
path routing. Fig. 11 shows the performance impact of multi-
radio and multi-channel in the grid network. The impacts of
multi-radio and multi-channel on the wireless NC schemes and
non-NC scheme are similar. The network throughput increases
linearly with the number of channels when the number of
radios is larger than the number of channels. This implies that
if there are Y , with 2 ≤ Y ≤ ‖M‖, channels in the network, at
least (Y −1) radios per node are needed in order to make the
best use of these Y channels. Given the same number of radios
and number of channels, the NC5 achieves the highest network
throughput while the non-NC scheme achieves the lowest. It
is worth noting that, given the same number of radios of each
node, the slopes of the network throughput plots for different
schemes are different. When the number of channels gets
larger, the network throughput of NC5 increases faster than
that of conventional NC scheme, while the network throughput
of conventional NC scheme increases faster than that of non-
NC scheme. It suggests that the wireless NC schemes are more
sensitive to the number of channels, as compared to the non-
NC scheme. The more the channels we have, the more the
benefits the wireless NC schemes can get. From Fig. 12, we
can observe the similar facts in the random graph network as
those in the grid network.

VIII. CONCLUSIONS

We modeled the throughput gains of both the conventional
NC and analog NC schemes over the traditional non-NC
scheme in multi-channel multi-radio wireless ad hoc networks.
We first showed that the throughput gains of the conventional
NC and analog NC are (2n)/(2n − 1) and n/(n − 1),
respectively, for the n-way relay networks where n ≥ 2.
Then, we formulated a general linear programming framework
for solving the throughput optimization problems for the
traditional non-NC scheme and the two types of wireless NC
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Fig. 12. The performance impact of multi-channel and multi-radio in the
random graph network where there are 20 unicast sessions.

schemes. Under this framework, we quantitatively analyzed
the network throughput gains of two types of wireless NC in
different network topologies for the wireless ad hoc networks
with multiple unicast sessions. We also developed a joint link
scheduling, channel assignment, and routing algorithm for
the wireless NC schemes to closely approximate the optimal
solutions. The extensive simulations showed that the network
throughput achieved by the analog NC scheme increases 24%
and 18% on average as compared to the conventional NC
scheme and non-NC scheme, respectively, in the random graph
network, while 60% and 39% in the grid network.
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