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Abstract
The 5G mobile wireless networks are expected 

to provision distinct delay-bounded QoS guarantees 
for a wide range of multimedia services, applications, 
and users with extremely diverse requirements. On 
the other hand, how to efficiently support multime-
dia services over 5G wireless networks has imposed 
many new challenging issues not encountered 
before in 4G wireless networks. Bringing data con-
tents closer to mobile users, the caching-based con-
tent-centric edge computing network is a promising 
candidate network architecture and technique to 
efficiently guarantee QoS for time-sensitive multime-
dia transmissions over 5G mobile wireless networks. 
However, how to collaboratively integrate in-net-
work caching and edge computing for multimedia 
transmissions over 5G wireless networks has been 
neither well understood nor thoroughly studied. To 
remedy these difficulties, in this article we propose 
hierarchical-caching-based content-centric network 
architectures and their three different implementa-
tion/control mechanisms over 5G edge computing 
mobile multimedia wireless networks, where popular 
multimedia data contents can be cached at different 
network tiers (e.g., routers, base stations, and mobile 
devices) to guarantee the statistical delay-bounded 
QoS for multimedia transmissions while minimizing 
redundant transmissions. We propose three hier-
archical edge caching mechanisms: random hier-
archical caching, which maximizes the average 
effective capacity based on the users’ request fre-
quency (i.e., data popularity); proactive hierarchi-
cal caching, which maximizes the cache hitting rate 
by predicting the popularity of data contents and 
caching the data contents with high popularity near-
by mobile users; and game-theory-based hierarchi-
cal caching, where three network caching tiers are 
formulated as three game players in a cooperative 
game to maximize their aggregate effective capac-
ity under the constraints of caching expenses at 
each tier. We develop three concrete algorithms to 
implement and control the three hierarchical caching 
mechanisms, respectively, for statistical delay-bound-
ed QoS guaranteed multimedia transmissions. Using 
simulations and numerical analyses, we show that 
our proposed three hierarchical caching mechanisms 
significantly outperform other existing schemes in 
supporting the statistical delay-bounded QoS pro-
visioning over 5G edge computing mobile wireless 
networks.

Introduction
With the rapid maturing of fourth generation 
(4G) standardization and the ongoing world-
wide deployment of 4G cellular networks, exten-
sive research activities on fifth generation (5G) 
mobile wireless communication technologies 
have emerged in both the academic and industri-
al communities. The main objective of upcoming 
5G wireless networks focuses on the enabling 
techniques and mechanisms to ensure that var-
ious contemporary wireless applications can be 
promptly and satisfactorily accomplished at any 
time and any place, and in any manner [1, 2]. 
One of the most important services in 5G wire-
less applications lies in supporting rich multime-
dia services, including video conferences, mobile 
TV, music downloading, online gaming, and 
even 3D immersive media transmissions. These 
wireless multimedia services are all bandwidth-/
computation-intensive and time-sensitive, and 
thus used to be confined to wired networks such 
as the Internet, but are now making forays into 
mobile devices and wireless networks. Mobile 
video streaming currently accounts for almost 70 
percent of mobile data traffic and is expected to 
have a 500-fold increase over the next 10 years. 
Full high definition (FHD) video has also been 
widely delivered through popular media such as 
YouTube, and ultra high definition (UHD) and 3D 
video content will eventually take over in the not 
so distant future.

However, supporting delay-bounded quality of 
service (QoS) [3] for these highly bandwidth-inten-
sive and time-sensitive multimedia services over the 
emerging 5G wireless networks with constrained 
wireless resources imposes many new challenging 
problems not encountered in 4G networks. For the 
last several years, telecommunications academia and 
industry have made a plethora of efforts on investigat-
ing various advanced and sophisticated wireless net-
work architectural techniques such as content-centric 
networks [4–8] for guaranteeing delay-bounded QoS 
provisioning. The critical design issue for multime-
dia wireless services is how to efficiently guarantee 
timely multimedia data transmissions within specified 
delay bounds under the constrained radio spectrum 
and power supply. Because of the highly time-vary-
ing wireless channels, the deterministic delay-bound-
ed QoS requirements for high-volume and diverse 
multimedia wireless traffic are usually hard to guar-
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antee. Alternatively, the statistical delay-bounded 
QoS provisioning theory has been proposed and 
shown to be a powerful technique to characterize 
and implement the delay-bounded QoS guarantee 
for wireless real-time traffic [9].

The caching-based content-centric network is 
among the most promising candidate techniques 
and architectures to support the statistical QoS 
guarantees for time-sensitive multimedia transmis-
sions over 5G edge computing wireless networks 
by bringing data contents nearer to mobile users. 
To support multimedia data transmissions in 5G 
edge computing mobile wireless networks, in 
this article we propose three hierarchical caching 
mechanisms, each of which caches popular data 
contents at three different caching tiers of the edge 
of wireless networks: Tier 1: routers, Tier 2: cellular 
base station (BS) or WiFi access point (AP), and 
Tier 3: mobile devices, to guarantee the statistical 
delay-bounded QoS requirements while minimiz-
ing duplicate multimedia traffic in core networks. 
Since the caching schemes at these three wireless 
network caching tiers have their corresponding 
advantages and disadvantages, in terms of cach-
ing expenses, memory space constraints, power 
and spectrum efficiencies, caching coverage areas, 
and so on, we develop three hierarchical caching 
implementation mechanisms to characterize and 
compare their performance trade-offs of the cach-
ing schemes at distinct caching tiers. These three 
hierarchical caching mechanisms aim to address 
different caching purposes/goals under our pro-
posed edge-computing-based wireless network 
framework, which are summarized as follows.

Random Hierarchical Caching Mechanism: 
This optimizes the three tiers’ hierarchical cach-
ing mechanism by considering each data content 
to be randomly cached at each caching tier with 
a given probability depending on the data con-
tent’s popularity, aiming to maximize the aver-
age effective capacity over three caching tiers at 
the wireless network edge. The advantage of our 
developed random hierarchical caching mecha-
nism is that the three tiers’ caching probabilities 
are jointly optimized to maximize the average 
effective capacity of a data content. On the other 
hand, in this mechanism, the cache hitting rate 
as one of the important criteria in content-centric 
networks is not considered.

Proactive Hierarchical Caching Mechanism: 
This maximizes the overall cache hitting rate, as 
the advantage over the random hierarchical cach-
ing mechanism, for the three caching tiers of the 
wireless network edge by estimating the popular-
ity of each data content and proactively caching 
the data content with high popularity in the near-
by neighborhood of mobile users. However, the 
disadvantage of this mechanism is that it needs 
to record the mobile users’ request histories to 
derive the accurate data popularity estimation, 
resulting in extra memory cost.

Game-Theory-Based Hierarchical Caching 
Mechanism: This formulates the caching schemes 
at three caching tiers as a cooperative game in 
order to enable each caching-tier player to bid 
for the number of data contents and the caching 
lifespan under the caching expense constraint, 
maximizing the aggregate effective capacities for 
all three caching tiers. As an advantage over the 
above two mechanisms, the game-theory based 

hierarchical caching mechanism can maximize the 
overall payoff for the three caching tiers through 
optimizing the caching-tier players’ cooperative 
bidding strategies. However, this mechanism needs 
more time to achieve the convergence to the Nash 
equilibrium than the above two mechanisms during 
the transient stage of the convergence.

The rest of this article is organized as follows. 
The following section establishes the system mod-
els for our proposed content-centric-based hier-
archical caching models in 5G edge computing 
wireless networks. Following that, we develop the 
random hierarchical caching mechanism and its 
implementation algorithm. Then we propose the 
proactive hierarchical caching mechanism and 
its implementing algorithm. After that, we design 
the cooperative-game-based hierarchical caching 
mechanism and its implementation algorithms. 
Then we evaluate the performance of our pro-
posed schemes through simulations and numerical 
analyses. The article concludes in the final section. 

The System Models
We propose the hierarchical-caching-based con-
tent-centric architectures over 5G edge computing 
mobile multimedia wireless networks, which cache 
the frequently requested multimedia data contents 
at the edge of the wireless networks to guarantee 
the statistical delay-bounded QoS requirements 
and minimize the redundant data transmissions 
in the Internet cloud and core networks. Figure 1 
shows the system model for our proposed hierar-
chical caching architecture for statistical QoS guar-
anteed multimedia transmissions over 5G edge 
computing mobile wireless networks. As shown in 
Fig. 1, the edge of the wireless networks consists 
of the following three hierarchical and non-over-
lapped caching tiers [10]: (1) Tier 1: routers, (2) 
Tier 2: cellular BS and WiFi APs, and (3) Tier 3: 
mobile devices. We summarize the features, advan-
tages, and disadvantages for caching schemes in 
these three tiers as follows:

Tier 1: Caching at Routers: The Tier 1 caching 
scheme caches data contents in network routers, 
which have the advantage of large memory space, 
low caching expense, and broad wireless network 
area coverage. On the other hand, in this caching 
scheme, each cached data content needs to be 
delivered to mobile users through a cellular BS or 
WiFi AP, which is constrained by the cellular net-
work bandwidth, WiFi coverage area, and queue-
ing length on the multihop delivery path, imposing 
difficulty in guaranteeing the transmission delay.

Tier 2: Caching at Cellular BS or WiFi APs: 
Using the caching scheme at Tier 2, data con-
tents are cached at the cellular BS or WiFi AP of 
a wireless cell, where the cached data contents 
have a shorter delivery path than caching at rout-
ers on Tier 1, reducing the number of hops on 
the delivery path. Other advantages include large 
memory space, low caching expense, and high 
transmit power of data. If caching at the WiFi AP, 
this scheme saves the precious spectrum resource 
of the cellular network and provides better con-
nection quality than cellular communication. On 
the other hand, if data contents are cached in 
the cellular BS, transmission rate is constrained by 
cellular network bandwidth, which imposes the 
multimedia data’s delay-bounded QoS guarantee 
problems for caching at Tier 2. Moreover, this 
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caching scheme is constrained by the cellular BS 
or WiFi AP coverage area, which may need relay 
nodes to forward the cached data contents to the 
data-requesting mobile users.

Tier 3: Caching at Mobile Devices: Using the 
caching scheme in mobile devices, mobile users 
can directly download their requested data con-
tents from peer mobile users who hold the same 
contents. This direct data content exchange 
between peer mobile users in a device-to-device 
(D2D) communication (bypassing BS) fashion 
leads to multi-fold advantages. Caching through 
mobile devices can:
•	 Avoid broadcast transmissions/traffic, which 

significantly reduces interference and power 
consumption

•	 Further reduce transmission delays
•	 Increase the area coverage of data contents 

delivery through opportunistic contacts
•	 Reduce redundant transmissions and improve 

the scalability of networks
These advantages all play very important roles 

in supporting multimedia wireless transmissions 
over 5G mobile wireless networks. But the cach-
ing expense for caching at Tier 3 is higher than 
the above two schemes due to the limited caching 
memory and battery of each mobile device.

To characterize, compare, and balance the 
performance trade-offs among these three cach-
ing schemes, we propose three hierarchical cach-
ing mechanisms with each mechanism integrating 
the three caching schemes in routers, cellular-BS/
WiFi-APs, and mobile devices. Our proposed three 
hierarchical caching mechanisms dynamically cache 
multimedia data contents at all three tiers at the edge 
of wireless networks according to different goals 
under different problem formulations; however, they 
are closely related and connected due to sharing the 
same system model of layered cache stations/hard-
ware and addressing common caching problems: 
•	 What to cache: Which data content is selected 

to cache?
•	 Where to cache: Which caching tier caches 

data contents?
•	 How long to cache: How long is the data con-

tent’s caching lifespan?

Random Hierarchical-Caching 
Mechanism and Algorithm

Our proposed random hierarchical caching mech-
anism characterizes the dynamics of data contents 
entering and leaving the caches of each tier by the 
Markov chain model with exponential arrival and 
departure processes and characterizes the caching 
system state as the number of cached data con-
tents at each tier. The random hierarchical caching 
mechanism aims at maximizing the average effec-
tive capacity by deriving the optimal data contents 
departure rates of leaving each tier’s caches. We 
apply the effective capacity theory [9, 11] to char-
acterize this statistical delay-bounded QoS provi-
sioning, in upper-bounding the probability of delay 
bound violation in multimedia wireless transmis-
sions. In the effective capacity theory, a transmitter 
needs to limit its traffic rate to a certain maximum 
value in order to ensure that the receivers’s delay-
bound violation probability is no more than a given 
value, which is the receiving node’s delay-bounded 
QoS requirement. 

Random Hierarchical Caching Mechanism
In the random hierarchical caching mechanism, 
we consider the scenario that popular multimedia 
data contents are randomly cached at each wire-
less network tier with given probabilities. Once 
the popularity of a multimedia data content is 
larger than or equal to a pre-defined threshold, 
it enters the caches of routers (i.e., Tier 1), cel-
lular-BS/WiFi-APs (i.e., Tier 2), or mobile devices 
(i.e., Tier 3) following the Poisson process with 
arrival rates lr, lb, and ld, respectively. According 
to each caching tier’s caching capacity and cach-
ing expense, the data contents stored at different 
tiers have different caching lifespans, where after 
this lifespan period the cache stations delete their 
cached data contents to replace the old data con-
tents with new ones. Thus, data contents depart 
their cached tiers due to the expiration of their 
caching lifespans. Based on these different lifes-
pans, data contents depart the caches following 
the exponential distribution with departure rates 
mr, mb, and md (mr ≠ mb ≠ md), for caching at routers, 
cellular-BS/WiFi-APs, and mobile devices, respec-
tively. Since the cached data contents are entering 
and leaving the three caching tiers randomly all 
the time following the above defined arrival and 
departure processes, the total number of cached 
data contents on each caching tier varies random-
ly over time. We can model this random caching 
mechanism at three caching tiers as a Markov 
stochastic process. To quantitatively model and 
solve this stochastic problem, we formulate this 
random hierarchical caching mechanism by a 3D 
Markov chain model as shown in Fig. 2 with the 
system state being denoted by (sr, sb, sd), where 
sr is the number of data contents cached at rout-
ers on Tier 1, sb is the number of data contents 
cached at cellular BS or WiFi APs on Tier 2, and sd 
is the number of data contents cached at mobile 
devices on Tier 3.

We define random variables Tr, Tb, and Td as 
caching lifespans for caching in routers, cellular BS 

FIGURE 1. The framework of hierarchical caching in 5G edge computing wire-
less networks: caching in routers, cellular-BS/WiFi-APs, and mobile devices.
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or WiFi APs, and mobile devices, respectively, and 
notice that Tr, Tb, and Td follow the exponential dis-
tributions with departure rates mr, mb, and md, respec-
tively. Let pr, pb, and pd be the probabilities of a data 
content to be cached at Tier 1, Tier 2, and Tier 3, 
respectively, which are derived from the 3D Markov 
chain model. Since the transmissions for multime-
dia data contents need to guarantee the statistical 
delay-bounded QoS, we characterize the allowed 
maximum delay bound variation probability for 
each tier by qr, qb, and qd, respectively. The effective 
capacity under the QoS measurement in terms of 
QoS exponents qi, ∀i ∈ {r, b, d}, is denoted by E(qi), 
and each tier’s caching expense under the lifespan 
of Ti, ∀i ∈ {r, b, d}, is denoted by ci(Ti). The objective 
for our random hierarchical caching mechanism is to 
optimize the departure rates mr, mb, and md to maxi-
mize the average effective capacity under the cach-
ing expense constraint cmax given as follows:
 

	 (1)

max
µr ,µb ,µd

{πrE(θr )+ πbE(θb )+ πdE(θd )}

subject to:C1:πrcr (Tr )+ πbcb (Tb )+ πdcd (Td )≤ cmax,
              C2 :πr + πb + πd =1,  	
where C1 and C2 are two constraints for the opti-
mization problem specified in Eq. 1. 

The Algorithm to Implement 
Random Hierarchical-Caching Mechanism

To solve Eq. 1, we need to derive the probabili-
ties expressions of pr, pb, and pd for data contents 
being cached at Tier 1, Tier 2, and Tier 3, respec-
tively. We also need to derive their corresponding 
effective capacities E(qr), E(qb), and E(qd), corre-
sponding to pr, pb, and pd, in these three tiers, 
respectively. Because the derivations of effective 
capacities E(qr), E(qb), and E(qd) are already given 
in [9, 11], in this random hierarchical caching 
mechanism, we only need to derive pr, pb, and 
pd by applying the probability generating function 
[12, 13] as shown in Algorithm 1. 

Proactive Hierarchical Caching Mechanism 
and Algorithm

As one of the important criteria to measure the effi-
ciency of a cache mechanism, cache hitting rate is 
defined as the rate at which a requested data con-
tent by mobile users can be found within the wire-
less network’s cache stations at any caching tier. To 
maximize the cache hitting rate and the average 
effective capacity over all multimedia traffic trans-
missions, the wireless network needs to predict 
which multimedia data contents will be requested 
in the near future and thus to proactively cache the 
data contents with likely highest requested proba-
bility at nearby mobile users. We propose the pro-
active hierarchical caching mechanism to estimate 
the requested probability for each data content so 
that we can proactively cache the most frequently 
requested data contents at the nearest caching tier 
to mobile users while caching the less frequently 
requested data contents at the relatively distant 
caching tiers to mobile users. Using this proactive 
hierarchical caching mechanism, we can maximize 
the cache hitting rate with the overall statistical 
delay-bounded QoS requirement guaranteed. 

Proactive Hierarchical Caching Mechanism
The current sophisticated networks can exploit 
users’ context information, anticipate users’ 
demands, and leverage their predictive abilities 
to achieve significant resource saving to guaran-
tee statistical QoS requirements and cost/ener-
gy expenditures. Endowed with this predictive 
ability, users are scheduled in a more efficient 
manner, and resources are pre-allocated more 
intelligently by proactively serving predictable 
peak-hour demands during off-peak times [15]. 
That is, when the multimedia wireless network 
serves mobile users’ requests before their dead-
lines, the corresponding multimedia data contents 
are stored in the network cacheable nodes, and 
when a request is actually initiated, the cached 
data content is pulled out directly from the cache 
stations instead of accessing the core networks. 
For this purpose, our proposed techniques should 
be developed to seek optimal trade-offs between 
predictions that result in content being retrieved 
that users ultimately never request and requests 
not anticipated in a timely manner. Hence, the 
objective of our caching mechanism is to predict, 
anticipate, and infer future events in an intelligent 
manner, which is a complex problem. To over-
come this challenge, other mobile users’ requests 
as well as their social relationships can be lever-
aged to build reliable statistical models.

We propose to first determine a given mobile 
user’s influential user set, which is a set consisting of 
the highest correlation users for this given mobile 
user, according to four centrality metrics: degree 
centrality, closeness centrality, betweenness cen-
trality, and eigenvector centrality [15]. For example, 
the influential user set can be a set of users who 
share common hobbies, ages, genders, education 
backgrounds, and so on, who are connected by 
biological relationships, and thus, the multimedia 
data contents in which they are interested may hit 
the same dataset. Then we predict the probability 
distribution for this given user’s multimedia data 
content requests based on the request histories 
of the users in the influential user set so that we 
proactively cache this user’s possible requested 
contents in different caching tiers according to its 
request’s probability distribution. To predict the 
probability distribution of a mobile user’s request, 
we model the data contents’ requests as a Chinese 
restaurant process, which characterizes customers 

FIGURE 2. The three-dimensional Markov chain model for modeling the three 
hierarchical caching in routers, cellular-BS/WiFi-APs, and mobile devices. 
To simplify the diagram, self-transitions and their probabilities are omitted in 
this figure.
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seating stochastic process in a Chinese restaurant 
with infinite number of tables and infinite number 
of seats for each table. In the Chinese restaurant 
process, the first customer sits at the first table. 
Other customers choose tables one after another, 
choosing each occupied table with a probability 
proportional to the number of customers already 
there, or choosing an empty table. Suppose that 
there are (u – 1) customers occupying Q tables in 
this restaurant, where ∀u ∈ {1, 2, …, U} is the index 
of customers and U is the total number of custom-
ers. Let Wu be the table that is selected by the uth 
customer, let {1, 2, … , Q} be a set which elements 
are all occupied tables indexed by q, and let nq be 
the number of customers already sitting at the qth 
table. Given the existing (u – 1) customers’ table 
selections, we can write the probability for the uth 
customer selecting the gth table, ∀g ∈ {1, 2, …, 
Q, (Q + 1)}, as Pr{Wu = g|W1, W1, … , Wu–1} which is 
equal to (nq – a)/(u – 1 + b) if g ∈ {1, 2, …, Q}, or is 
equal to (b + Qa)/(u – 1 + b) if g = (Q + 1), where 
Pr{·|·} represents the conditional probability, and 
a and b are the discount and strength parameters 
for this Chinese restaurant process, respectively. To 
apply the Chinese restaurant process in our pro-
posed proactive hierarchical caching mechanism, 
the mobile users are customers, the requested mul-
timedia data contents are tables, and multimedia 
data content disseminations among mobile users 

are modeled as the customers selecting tables. 
Although the Chinese restaurant process consid-
ers an infinite number of tables and seats, we only 
calculate the probabilities of a customer selecting 
the occupied tables and one empty table, which 
are both finite numbers. Thus, we can apply the 
Chinese restaurant process to estimate the data 
content’s popularity by considering the finite num-
ber of data and finite number of users who request 
each datum.

Suppose that all mobile users in a cellular wire-
less cell are homogeneous; we define p(g) ≜ SU

u=1 
Pr{Wu = g|W1, W2, …, Wu–1} as the estimated popu-
larity (i.e., the requested probability by all mobile 
users) for the multimedia data content g, which is 
the average requested probability over all mobile 
users at the current moment (i.e., the moment that 
mobile user u makes the request). We set pr, pb, 
and pd (0 < pr < pb < pd < 1) as the caching thresh-
old for caching in routers, cellular-BS/WiFi-APs, and 
mobile devices, respectively. When p(g) < pr, the 
data content g is not cached at any caching tiers 
and only exists in the data source provider. When 
pr < p(g) < pb, the data content g is cached at one 
of the routers. When pb < p(g) < pd, the data con-
tent g is cached at a cellular BS or a WiFi AP. When 
p(g) > pd, the data content g is cached at one of 
the mobile devices. Therefore, we can derive our 
objective function for this proactive caching mech-
anism at the current moment by adapting three 
caching thresholds, pr, pb, and pd, to maximize the 
overall cache hitting rate, while taking into account 
the data contents’ QoS requirements at different 
tiers as follows: 

max
pr , pb , pd

p(g)UE(θr )dp(g)
pr

pb∫⎛⎝⎜
g=1

Q+1

∑

               + p(g)UE(θb )dp(g)
pb

pd∫

               + p(g)UE(θd )dp(g)
pd

1
∫ ⎞

⎠
⎟

subject to: C1:0 < pr < pb < pd <1;
                 C2 :0 ≤ p(g)≤1;

		

(2)

where C1 and C2 are two constraints for the opti-
mization problem specified in Eq. 2. 

ALGORITHM 1. Random hierarchical caching implementation algorithm.

Step 1: According to Fig. 2, derive the balance equations [14] for the three-dimensional Markov Chain model with caching schemes 
on Tier 1, Tier 2, and Tier 3, respectively, where the summation of probabilities for entering each state is equal to the summation of 
probabilities for leaving this state.
Step 2: Define the probability generating function [12]

 

Gi (z) = πiz
q ,∀i ∈{r, b, d},

q=1
si
max

∑
and its first order derivative G’i(z) = ∂Gi(z)/∂z, where z is the parameter in z-transform and si

max is the maximum caching space in the 
caching tier i such that si ≤ si

max.
Step 3: Multiply the balance equations derived in Step 1 by zq and add them up to obtain a differential equation.
Step 4: Solve the differential equation in Step 3 to obtain the explicit expressions of Gi(z) and G’i(z), ∀i ∈ {r, b, d}, respectively.
Step 5: Based on [12], compute the average number Er{q} of data contents cached at Tier 1, which is equal to G’r(1); compute the 
average number Eb{q} of data contents cached at Tier 2, which is equal to G’b(1); and compute the average number Ed{q} of data 
contents cached at Tier 3, which is equal to G’d(1).
Step 6: Define E{q} ≜ (Er{q} + Eb{q} + Ed{q}) as the total number of data contents cached at all three tiers. We have r =  
(Er{q}/E{q}), b = (Eb{q}/E{q}), and d = (Ed{q}/E{q}).
Step 7: Plug the derived r, b, and d into Eq. 1, and implement Linear Programming, we can obtain the optimal solutions r, b, and 
d of Eq. 1.

ALGORITHM 2. Proactive hierarchical caching implementation algorithm.

1:	 initialize: data content g is only stored in the original data-source provider, p(g) = 0, lg(u) = 0
2:	 while calculate p(g) for the gth data content to predict its popularity do
3:		  if pr ≤ p(g) < pb then
4:			   cache/refresh data content g in a router at Tier 1 
5:			   update lg(u) and delete data content g from previous cache
6:		  else if pb ≤ p(g) < pd then
7:			   cache/refresh data content g in a cellular BS or WiFi AP at Tier 2
8:			   update lg(u) and delete data content g from previous cache
9:		  else if p(g) > pd then
10:			   cache/refresh data content g in a mobile device at Tier 3
11:			   update lg(u) and delete data content g from previous cache 
12: 		 else
13:			   set lg(u) = 0 and delete data content g from any caches at three caching tiers 
14:		  end if
15:	 end while
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The Algorithm to Implement the 
Proactive Hierarchical Caching Mechanism

Algorithm 2 details the caching localization 
among three wireless network tiers and caching 
lifespan for our proactive hierarchical caching 
mechanism. To simplify our description, we use 
the gth data content as an example to describe 
our proactive caching algorithm over three cach-
ing tiers. Let Ig(u) be the caching lifespan for the 
gth data content when mobile user u makes a 
multimedia data content request.

Game-Theory-Based Hierarchical Caching 
Mechanism and Algorithm

The above random and proactive hierarchical cach-
ing mechanisms do not address, characterize, and 
compare the overall payoff for caching at three 
caching tiers, which is an important design criterion 
in 5G edge computing wireless networks. To opti-
mize the overall payoff for caching at Tier 1, Tier 2, 
and Tier 3, we formulate the hierarchical caching 
problem as a cooperative gaming process where 
each caching tier bids for the number of cached 
multimedia data contents and caching lifespan 
under caching space constraints and collaborates 
with another two caching-tier players who bid for 
the same popular multimedia dataset, maximizing 
the aggregate effective capacity for all three tiers. 

Game-Theory-Based Hierarchical Caching Mechanism
We define a given time period that consists of T 
time slots {1, 2, …, T}, indexed by t. The total num-
ber of multimedia data contents in the time peri-
od T is Qmax. The caching lifespan at each tier Ti, 
∀i ∈ {r, b, d}, is specified above. Let rt(g) be the 
probability that the gth multimedia data content 
is requested by mobile users at time t. Let It,r(g), 
It,b(g), and It,d(g) be the indicator function to indi-
cate whether a cache hit has occurred at time t 
on Tier 1, Tier 2, and Tier 3, respectively, where 
It,i(g) = 1 or 0, ∀i ∈ {r, b, d} indicates whether a 
cache hit has occurred or not. The number of 
cached data contents at each tier si, ∀i ∈ {r, b, 
d} is constrained by the maximum allowed cache 
space si

max. In our proposed game-theory-based 
hierarchical caching mechanism, caching-tier 
player i jointly bids for its optimal number of mul-
timedia data contents si and caching lifespan Ti 
with the other two tier players, aiming to maxi-
mize the aggregate payoffs for all three caching 
tiers. We can write the objective function for this 
three-player cooperative game to maximize the  
aggregate payoffs (i.e., effective capacity minus 
caching expense) for all three tiers as follows: 

		  (3)

max
Tr
sr ,

,Tb
sb ,

,Td
sd

ρt (g)It,r (g)E(θr )+ρt (g)It,b (g)E(θb )

+ρt (g)It,d (g)E(θd )
⎡

⎣
⎢
⎢

⎤

⎦
⎥
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∑
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T

∑
⎧
⎨
⎪
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                      − srE{cr (Tr )}+ sbE{cb (Tb )}+ sdE{cd (Td )}[ ]
⎫
⎬
⎪

⎭⎪

             subject to: C1: si ≤ si
max, ∀i ∈{r, b, d};

                              C2 :0 ≤ Ti ≤ T , ∀i ∈{r, b, d};
                              C3 :ρT (g) = ρ0(g);

	where C1, C2, and C3 are three constraints for 
the optimization problem shown in Eq. 3, ci(·), ∀i 
∈ {r, b, d}, is defined above, and E{·} represents 
taking the expectation operation.

The Algorithm to Implement the Game-Theory-Based  
Hierarchical Caching Mechanism

Let s*i and T*i, ∀i ∈ {r, b, d}, be the optimal number 
of data contents and caching lifespan in the cur-
rent game round, respectively, which are derived 
from Eq. 3. The caching-tier players denote their 
current game round bids for these two resourc-
es by si

(n) and Ti
(n) ∀i ∈ {r, b, d}, respectively. We 

develop our cooperative game algorithm for 
all three tier players to maximize the aggregate 
payoffs (i.e., effective capacity minus caching 
expense) in the edge computing wireless net-
works, as shown in Algorithm 3. 

Performance Evaluations
Figure 3a plots our objective function, which is the 
average effective capacity for the three schemes 
of caching in Tier 1, Tier 2, and Tier 3 in Eq. 1 
with respect to the departure rate for caching in 
mobile devices md and the departure rate for cach-
ing in router mr. In Fig. 3a, we set sr ∈ [0, 20], sb ∈ 
[0, 20], and sd ∈ [0, 10] to plot Eq. 1. According 
to Algorithm 1, the probability of caching at each 
caching tier pi = G’i(1)/(G’r(1) + G’b(1) + G’d(1)), ∀i 
∈ {r, b, d}. We can observe from Fig. 3a that there 
is always a pair of optimal value of md and mr that 
maximizes the average effective capacity, show-
ing the existence of the optimal solution for Eq. 
1. Figure 3a also shows that for a given departure 
rate md, the optimal solution of Eq. 1 will increase 
as the departure rate mr increases. This is because 
for a given md, pd increases as mr increases, indicat-
ing that more popular data contents are retrieved 
from the cacheable mobile user through the D2D 
wireless link, and the effective capacity for the 
D2D wireless link is larger than or equal to the 
effective capacity of the wireless link from the 
routers to mobile users. The constraint C1 for the 
maximization problem is shown in Fig. 3b, where 
the caching expense is due to the retention time. 

ALGORITHM 3. Cooperative-game-theory-based hierarchical caching implementation algorithm.

Step 1: Each caching-tier player i determines its caching expense function ci(·).
repeat

Step 2: Depending on its expense function ci(·), each caching-tier player i derives the optimal number of data contents bid s*
i and 

the optimal caching lifespan bid T*i in the current game round from Eq. 3 according to Karush-Kuhn-Tucker (KKT) conditions.
Step 3: Each caching-tier player i claims its current game round bids si 

(n) = s*
i and Ti

(n) = T*
i to another two players.

Step 4: Using Eq. 3, all caching-tier players calculate the aggregate payoff of the current game round.
Step 5: According to the current game round bits in Step 3, each tier player i adapts its next game round bids to the better payoff 
performance level: si

(n+1) = si
(n) + ws(Si si

max – Si si 
(n)) and Ti

(n+1) = Ti
(n) + wT(3T – SiTi

(n)), where ws and wT are update step sizes for 
number of data contents and caching lifespan, respectively.

until The game states converge to the Nash Equilibrium and the overall payoff achieves the maximum.

To optimize the overall 
payoff for caching at 

Tier 1, Tier 2, and Tier 
3, we formulate the 
hierarchical caching 

problem as a cooper-
ative gaming process 
where each caching 

tier bids for the number 
of cached multimedia 

data contents and 
caching lifespan under 

caching space con-
straints and collabo-

rates with another two 
caching-tier players 

who bid for the same 
popular multimedia 
dataset, maximizing 

the aggregate effective 
capacity for all  

three tiers.
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We can observe from Fig. 3b that the caching 
expense decreases with the increase of md and 
mr. Thus, for a given maximum expense constraint 
cmax, we can find all possible pairs of md and mr 
according to Fig. 3b, and then find the optimal md 
and mr according to Fig. 3a.

We compare the Zipf distribution of parameters 
0.2 and 0.4 with the distribution estimated by the 
proactive hierarchical caching mechanism using a 
= 0.5 and b = 0.5 in Fig. 4a. Figure 4a shows that 
our estimated popularity for data contents approxi-
mates the Zipf distribution. Figure 4b plots the sce-
narios for implementing the proactive hierarchical 
caching mechanism under different parameter b 
and the scenario without implementing the pro-
active hierarchical caching mechanism. We can 
observe from Fig. 4b that using our proposed 
proactive hierarchical caching, we can reduce the 
redundant popular data content transmissions and 
offload the traffic at core networks, validating the 
proactive hierarchical caching mechanism.

Figure 5 plots each caching-tier player’s bids 
for our proposed game-theory-based hierarchical  

caching mechanism, where players cooperate with 
each other to maximize the aggregated payoffs. 
We set the update step sizes ws of all three tiers 
as 0.5 for bidding the number of data contents, 
and set the update step sizes wT of all three tiers 
as 0.7 for bidding the caching lifespan. We also 
set srmax = 53, sbmax = 50, sdmax = 48, and T = 29. 
We can observe from Fig. 5 that the bids for num-
ber of data contents and caching lifespan for all 
three tiers can converge to constants as time pass-
es, validating the existence of Nash equilibrium, 
and thus, the aggregate payoffs for all three tiers 
can converge to Nash equilibrium. We can also 
observe from Fig. 5 that the converged number 
of data contents for Tier 3 are larger than those 
of Tier 1 and Tier 2, but the converged caching 
lifespan for Tier 3 is the shortest in all three tiers. 
This is because the caching expense in Tier 3 is 
larger than the other two tiers, so mobile devices 
frequently update their cached data to reduce the 
memory and battery cost. On the other hand, the 
cache space in Tier 3 is larger than the other two 
tiers due to the massive mobile devices.

FIGURE 3. The performance for the random hierarchical caching mechanism with respect to the departure rate for caching in Tier 1 
(routers) r and the departure rate for caching in Tier 3 (mobile devices) d: a) our objective function (i.e., average effective capaci-
ty) in Eq. 1; b) the constraint C1 in Eq. 1 for the objective function.
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Figure 6a plots the average effective capacity 
comparisons among the three hierarchical cach-
ing mechanisms for a mobile user under different 
total number of cache space in all three wireless 
networks tiers. Suppose that there are totally 20 
mobile users in this wireless network, and the cache 
spaces in Tier 1, Tier 2, and Tier 3 are 20, 35, and 
45 percent, respectively, of the overall cache spac-
es in the wireless network edge. We can observe 
from Fig. 6a that when the total cache space is 
relatively small, the random hierarchical caching 
mechanism outperforms the other two mecha-
nisms. This is because for small caching space, the 
Markov chain model in the random hierarchical 
caching mechanism is able to derive the optimal 
departure rates for cached data contents leaving 
their cached tiers. On the other hand, when the 
total cache space is relatively large, the game-the-
ory-based hierarchical caching mechanism outper-
forms the other two mechanisms. This is because, 
constrained by a large number of caching spaces 
and corresponding calculation complexity, for the 
Markov chain model in the random hierarchical 
caching mechanism and the estimations of data 
contents’ popularity in the proactive hierarchical 
caching mechanism it is difficult to derive the opti-
mal departure rates and predict data contents’ 
populariity. Therefore, the cooperative-game-based 
hierarchical caching mechanism is able to obtain 
the maximum average effective capacity due to its 
cooperation algorithm for three caching-tier play-
ers. Figure 6b plots the achievable statistical delay-
bound comparisons among the three hierarchical 
caching mechanisms. We set the delay-bounded 
QoS exponent qr = qb = qd to simplify the perfor-
mance evaluation calculations. We can observe 
from Fig. 6b that the proactive hierarchical caching 
mechanism yields the minimum achievable statisti-
cal delay-bound, which is because this mechanism 
can estimate the most popular data contents and 
caches them at Tier 3 to minimize the delay. 

Conclusions
We have proposed three hierarchical caching 
schemes to cache the delay-bounded multime-
dia data contents in different caching tiers of 5G 
edge computing wireless networks: caching in 

routers (Tier 1), caching in the cellular base sta-
tion or WiFi access point (Tier 2), and caching in 
mobile devices (Tier 3). To make use of advan-
tages and overcome disadvantages of the three 
caching schemes, we have developed three cach-
ing mechanisms under different motivations with 
each mechanism integrating the three caching 
schemes in different tiers. Our first proposed ran-
dom hierarchical caching mechanism optimizes 
the three caching schemes aiming to maximize 
the average effective capacity for all three cach-
ing tiers. Our second proposed proactive hier-
archical caching mechanism can maximize the 
overall cache hitting rate for the entire wireless 
edge by estimating the popularity of each data 
content in order to cache the data content with 
high popularity nearby mobile users. Our third 
proposed game-theory-based hierarchical-caching 
mechanism formulates the three caching schemes 
in different caching tiers as a cooperative game 
in order to enable each caching-tier player to bid 

FIGURE 5. Caching-tier players’ bids in the cooperative-game-based hierarchi-
cal caching mechanism.
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for number of data contents and caching lifespan 
under caching expenses, maximizing the aggre-
gate effective capacities for all three caching tiers. 
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three hierarchical-cach-
ing schemes to cache 
the delay-bounded 
multimedia data con-
tents in different cach-
ing tiers of 5G edge 
computing wireless 
networks. To make 
use of advantages and 
overcome disadvantag-
es of the three caching 
schemes, we have 
developed three cach-
ing mechanisms under 
different motivations 
with each mechanism 
integrating the three 
caching schemes in 
different tiers.


