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Abstract— Service-caching, computation-offloading,and mobile1

edge-computing (MEC) have been widely recognized as three2

key 6G wireless technologies which can efficiently support3

implementing the ultra-dense networks (UDNs) with massive4

small-cell base stations (SBSs). But, these impose the new chal-5

lenges for the UDNs to solely rely on grid power for energy6

supplying and to jointly optimize service-caching, computation-7

offloading, and resource-allocations. To overcome the above8

described difficulties, integrating energy-harvesting (EH) tech-9

niques with MEC-enabled 6G UDNs, we propose to develop10

the joint optimization schemes for cooperative service-caching,11

computation-offloading, and resource-allocations. In our consid-12

ered UDNs, there exist a large number of EH-based stationary13

users (SUs) or mobile users (MUs), and a mixture of on-grid14

SBSs powered by electric grid and off-grid SBSs power-supplied15

by solar, radio frequency (RF) energy, etc. Specifically, first we16

formulate an energy minimization problem under a non-linear17

RF-energy EH model to minimize the sum of weighted energy18

consumption of users and off-grid SBSs. Second, for scenarios19

with SUs, we develop a two-timescale based joint cooperative20

service-caching, computation-offloading, and resource-allocations21

scheme using the hierarchical multi-agent deep reinforcement22

learning. We derive cooperative service-caching in each time23

frame, and then derive computation-offloading and resource-24

allocations in each time slot. Third, we extend our work to25

scenarios with MUs, where MUs can move with certain tra-26

jectories at low speeds. Finally, we validate and evaluate the27

performances of our proposed schemes through the extensive28

simulations.29

Index Terms— EH/MEC-based 6G UDNs, cooperative service-30

caching, computation-offloading, resource-allocations, HMDRL.31

I. INTRODUCTION32

MOBILE edge-computing (MEC) enabled ultra-dense33

networks (UDNs), which merge edge-computing with34

UDNs [1], [2], [3], [4], can provide enormous benefits, e.g.,35

ultra-low latency and super-high data rates. UDNs increase36
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network capacity and provide users with flexible radio access 37

services by densely deploying short-range small-cell base 38

stations (SBSs), and MEC provides users with the efficiently 39

complementary cooperations between the cloud computing 40

and the edge computing. However, under the constrained 41

computational power and caching resources at SBSs, the 42

severe interference, etc., the quality of services (QoS) [5], 43

[6], [7] improvement-levels gained by MEC-enabled UDNs 44

heavily depend on the efficient deployments and coopera- 45

tions of three key 6G techniques, including service-caching, 46

computation-offloading, and MEC. Correspondingly, the joint 47

co-designs and optimizations over computation-offloading, 48

service-caching, and resource-allocations for MEC-enabled 49

UDNs have been highly demanded, while having not been 50

well studied yet. 51

A number of works have studied the problem of 52

computation-offloading and/or resource-allocations for MEC- 53

enabled UDNs. The authors of [4] and [8] minimized the task 54

processing delay of users, the energy consumption of users 55

and SBSs, etc., by developing suitable computation-offloading 56

and/or resource-allocations schemes. In [3] and [9], taking 57

into account the mobility of a representative user, the authors 58

considered the joint problem of computation-offloading, com- 59

putation migration, and wireless handover in MEC-enabled 60

UDNs. However, it is not always feasible to provide grid power 61

to all SBSs due to their possible outdoor/remote/hard-to-reach 62

locations. Moreover, the density of SBSs in UDNs is larger 63

than 1 SBS/1000 m2. Therefore, to reduce the dependence 64

of SBSs on grid power for energy supplying, it is necessary 65

to integrate energy-harvesting (EH) techniques, which enable 66

SBSs to harvest energy from solar, wind, radio-frequency 67

(RF) signals, etc., with MEC-enabled UDNs [10]. Hence, 68

the authors of [11] considered the computation-offloading 69

and resource-allocations problem for MEC-enabled UDNs 70

with EH capabilities, where SBSs harvest energy from solar 71

or wind. The authors of [12] considered energy efficiency 72

maximization for downlink transmission of millimeter-wave- 73

based UDNs with EH SBSs, where SBSs harvest energy from 74

the ubiquitous RF signals in UDNs. However, computation- 75

offloading and/or resource-allocations for MEC-enabled UDNs 76

with RF-energy harvesting capabilities has/have not been 77

widely studied. 78

In addition, for processing the offloading tasks of users, 79

SBSs must have cached the required services of these users. 80

However, the above works, including [4], [8], [9], [10], [11], 81
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and [12], assume that each SBS has cached all the service82

programs required by users. In practice, due to limited caching83

storage capacity, each SBS can only selectively cache a subset84

of service programs [13]. Hence, it is necessary to optimize85

the utilization of the limited caching resources to improve86

entire network performances. Therefore, the authors of [14]87

studied the joint optimization problem of service-caching88

and computation-offloading, where SBSs cooperatively serve89

users or they offload users’ tasks to the remote cloud.90

The work [15] considered the joint optimization problems91

of cooperative service-caching and computation-offloading92

among SBSs, where SBSs collaboratively serve users relying93

on their caching services. Notice that the schemes proposed94

in [15] update service-caching and computation-offloading in95

the same timescale. However, unlike computation-offloading96

generally updating at a time level of less than hundreds of97

milliseconds, the downloading and installation of a service98

program generally takes more than tens of seconds (even99

several hours or days) [13]. Hence, the authors of [14]100

and [16] developed two-timescale schemes, which update101

service-caching of SBSs in a slow timescale, e.g., in each time102

frame, but optimize computation-offloading and subcarrier103

allocations in a fast timescale, e.g., in each time slot. On the104

other hand, the work of [14] assumes that each user only105

requests one type of service in one time frame and the work106

of [16] assumes that all SBSs cache the same services. Besides,107

the works of [14], [15], and [16] did not consider the mobility108

of users and assume that all SBSs are powered by electric grid,109

which is unrealistic for wireless UDNs.110

To overcome the above-mentioned shortcomings, in this111

paper we propose to develop the joint optimization schemes112

for cooperative service-caching, computation-offloading, and113

resource-allocations for EH/MEC-based 6G UDNs, where a114

large number of users,1 including stationary users (SUs) or115

mobile users (MUs), with RF-energy harvesting capabilities116

and a mixture of on-grid SBSs, powered by electric grid, and117

off-grid SBSs, powered by solar and/or RF-energy, coexist.118

We formulate an energy minimization problem to minimize the119

sum of weighted energy consumption of all users and off-grid120

SBSs under a non-linear RF-energy EH model. Also, for121

the scenarios with SUs, we develop the two-timescale based122

joint cooperative service-caching, computation-offloading, and123

resource-allocations scheme using the hierarchical multi-agent124

deep reinforcement learning (HMDRL). Leveraging HMDRL,125

we derive SBSs’ cooperative service-caching policies which126

are updated in each frame consisting of multiple time127

slots. According to the obtained cooperative service-caching128

policies, we first derive users’ and SBSs’ computation-129

offloading policies and then derive SBSs’ computation130

resource-allocations policies, which are updated in each time131

slot. Furthermore, taking into account the mobility of users,132

we extend our work to the scenarios with MUs, where each133

MU can move with a certain trajectory at a low speed.134

In addition, we validate and evaluate the performances of135

1Throughout this paper, we use user to represent either stationary user (SU)
or mobile user (MU) or both stationary user (SU) and mobile user (MU),
unless specifically stating that it represents the stationary user (SU) or the
mobile user (MU) for the particular scenario, otherwise.

Fig. 1. System model for our proposed EH/MEC-based 6G UDNs, which
consist of a large number of EH-based SUs or MUs, on-grid SBSs powered
by grid power, and off-grid SBSs powered by solar and/or RF-energy.

our developed schemes through the extensive simulations. 136

The simulation results show that the sum of weighted energy 137

consumption of users and off-grid SBSs can be significantly 138

reduced by using our proposed schemes, especially when the 139

densities of users and off-grid SBSs increases.
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140

The rest of this paper is organized as follows. Section II 141

builds up the system models. Sections III and IV develop 142

our proposed joint cooperative service-caching, computation- 143

offloading, and resource-allocations schemes for scenarios 144

with SUs and MUs, respectively. Section V validates and eval- 145

uates our proposed schemes through the extensive simulations. 146

The paper concludes with Section VI. 147

II. THE SYSTEM MODELS 148

A. Architecture for Our Proposed EH/MEC-Based UDNs 149

Consider a mobile edge-computing (MEC) enabled energy 150

harvesting (EH) 6G ultra-dense network (UDN) depicted in 151

Fig. 1, which consists of multiple EH-based stationary users 152

(SUs) or mobile users (MUs), multiple small-cell base stations 153

(SBSs) each equipped with two antennas, and a macro base 154

station (MBS). Each SBS is equipped with an MEC server 155

and the MBS is equipped with a cloud server. Users connect 156

to SBSs through wireless links, while SBSs connect to each 157

other and the MBS through wired links [17]. The SBSs can be 158

classified into two types, i.e., the on-grid SBSs, powered by 159

the conventional grid power, and the off-grid SBSs,2 powered 160

by the solar energy and the radio frequency (RF) energy 161

harvested from ambient on-grid SBSs. However, the users 162

can only harvest RF-energy from the on-grid SBSs, since it 163

may not be able to equip users with solar panels due to their 164

size limitations [18]. Besides, the on-grid SBSs, the off-grid 165

SBSs, and the users are spatially distributed according to three 166

independent homogeneous Poisson Point Processes (HPPPs), 167

denoted by Bg,Be, and Ω, respectively, with spatial densities 168

λg, λe, and ρ, respectively. Due to the limited computation 169

2In practice, solar-powered SBSs have been realized and applied in practice,
but SBSs powered only by RF-energy have not been realized because the
limited RF-energy cannot support the huge energy consumption of SBSs.
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Fig. 2. Frame structure for our proposed EH/MEC-based 6G UDNs, where
computation-offloading and service-caching update in two timescales.

capability, each user Uk,∀k ∈ Ω, may need to offload part of170

its computation task to a nearby SBS. Moreover, SBSs work in171

a cooperative service-caching manner. That is, if an SBS does172

not cache services required by some users, it can offload these173

users’ tasks to other SBSs which have cached the services174

required by these users.175

The updating of service-caching generally follows a slow176

timescale (e.g., tens of seconds or several hours) [16].177

In contrast, computation-offloading follows a relatively fast178

timescale (e.g., milliseconds). Therefore, service-caching and179

computation-offloading work in two different timescales.180

As shown in Fig. 2, in each frame, SBSs first collaboratively181

update service-caching within several time slots. Then, in each182

of the remaining ϖ time slots (each with duration of ϱ), each183

user Uk,∀k ∈ Ω, first scavenges energy from RF signals184

radiated by ambient on-grid SBSs over system downlink185

spectrum in Phase-I with duration ϱ/2, and then uses the186

harvested energy to process its own task locally and/or offload187

the task to a nearby SBS bn, ∀n ∈ B ≜ (Bg ∪ Be), over system188

uplink spectrum in Phase-II with duration ϱ/2. In addition,189

each off-grid SBS harvests energy from the solar and/or the190

RF signals emitted by the on-grid SBSs nearby in the whole191

time slot, and in the meantime utilizes the harvested energy to192

help users process tasks in Phase-II. The main symbols used193

in this paper are listed in Table I.194

B. The Communication and Computation Models195

Different SBSs can use the same spectrums while users196

accessing the same SBS use the orthogonal uplink spectrums.197

Thus, there exists interference among users accessing different198

SBSs, if these SBSs share the same spectrums. Moreover,199

to reduce energy consumption, each user Uk first offloads task200

to its nearest on-grid SBS. In time slot t, we denote Un[t] as the201

set of users whose nearest on-grid SBS is bn,∀n ∈ Bg. Also,202

to reduce interference among users accessing different SBSs,203

we consider bandwidth allocations and let θn,k[t] denote the204

proportion of bn’s spectrum allocated to user Uk,∀k ∈ Un[t].205

Then, we can express the achievable rate from user Uk,∀k ∈206

Un[t], to on-grid SBS bn in time slot t, denoted by Rk,n[t],207

as follows:208

Rk,n[t] ≜ θn,k[t]Wn209

× log2

1+ Pk,n[t]
∣∣hk,n[t]

∣∣2∑
m∈Γ(n)

∑
k′∈Um[t]

Pk′,m[t]
∣∣hk′,n[t]

∣∣2+σ2

210

(1)211

TABLE I
SYSTEM VARIABLES

where Wn is the bandwidth of on-grid SBS bn, Γ(n) is the set 212

of other on-grid SBSs that share the same spectrums with SBS 213

bn, Pk,n[t] and hk,n[t] are the transmit power and the channel 214

fading gain from user Uk,∀k ∈ Un[t], to on-grid SBS bn in 215

time slot t, respectively, and σ2 is the power of the additive 216

white Gaussian noise. Moreover, we define the channel fading 217

gain in time slot t as hk,n[t] ≜ hk,n[t]κk,n[t], where κk,n[t] 218

is the small-scale fading which follows Rayleigh fading and 219

hk,n[t] is the large-scale fading which follows the free-space 220

path loss model [19], [20]. Similar to [20], we have 221

h̄k,n[t] = Ad

(
3× 108

4πfcdk,n[t]

)de

, (2) 222

where Ad is the antenna gain, fc is the carrier frequency, de 223

is the path loss exponent, and dk,n[t] is the distance between 224

user Uk and on-grid SBS bn in time slot t. 225

We let Dk[t] denote the data size (in bits) of user Uk’s task
and Zk[t] be the number of CPU cycles required for computing
one bit of Uk’s task in time slot t. User Uk can partition its task
into two parts [21], where one part with Du

k[t] bits is executed
locally, and the other part with Dk,n[t] bits is offloaded to
its nearest on-grid SBS bn. We denote fk as the computation
resource, i.e., the clock frequency of the CPU chip, at user
Uk for task processing [17]. Thus, if the Du

k[t] bits of input
data to be processed locally at Uk, then the task processing
time and the energy consumption at Uk, denoted by ξu

k[t] and
Eu

k[t], respectively, are given as follows: ξu
k[t] ≜

1
fk

[
Du

k[t]Zk[t]
]
, (3)

Eu
k[t] ≜ νf2

kD
u
k[t]Zk[t], (4)
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where ν is the effective switched capacitance [18]. Moreover,
we can express the transmission time and the energy con-
sumption at Uk to offload Dk,n[t] bits of data to its nearest
on-grid SBS bn in time slot t, denoted by ξtr

k,n[t] and Etr
k,n[t],

respectively, as follows: ξtr
k,n[t] ≜

Dk,n[t]
Rk,n[t]

, (5)

Etr
k,n[t]−0.7cm ≜ Pk,n[t]ξtr

k,n[t]. (6)

There exist I types of services, indexed by I ≜226

{1, 2, . . . , i, . . . , I}. Each user Uk needs one type of services,227

denoted by ik[t] ∈ I, in time slot t. When on-grid SBS228

bn cannot complete the offloading task of user Uk,∀k ∈229

Un[t], or it cannot provide service ik[t] to user Uk, it further230

transfers the offloading task of user Uk to other SBSs that231

support service ik[t] and have light computation workloads232

through wired links [22]. Therefore, similar to [21], the233

computation-offloading in our paper contains two tiers, i.e.,234

computation-offloading from user Uk,∀k ∈ Un[t], to its235

nearest on-grid SBS bn and computation-offloading from on-236

grid SBS bn to other SBSs. We denote B(n) as the set of237

SBSs (including SBS bn) which connect to on-grid SBS bn.238

Moreover, let the binary variable yk,n,m[t] ∈ {0, 1} denote239

whether on-grid SBS bn offloads the task of user Uk,∀k ∈240

Un[t], to SBS bm,∀m ∈ B(n). The variable yk,n,m[t] = 1,241

if on-grid SBS bn offloads the task data of Uk,∀k ∈ Un[t],242

to SBS bm, ∀m ∈ B(n); otherwise yk,n,m[t] = 0. Please notice243

that yk,n,n[t] = 1 means that on-grid SBS bn will process task244

for Uk,∀k ∈ Un[t], by itself. Then, we can obtain that245

Dk[t] = Du
k[t] +Dk,n[t]246

= Du
k[t] +Dk,n[t]

∑
m∈B(n)

yk,n,m[t]. (7)247

Similar to [22], if the task is offloaded from on-grid SBS248

bn to SBS bm,∀m ∈ B(n), it will be processed at SBS bm.249

Let rn,m and ξtr
n,m[t] denote the data transmission rate of the250

wired link and the transmission time for data offloading from251

on-grid SBS bn to SBS bm,∀m ∈ B(n), respectively. Then,252

for SBS bm, ∀m ∈ (B(n) \ {n}), we can express ξtr
n,m[t] as253

follows:254

ξtr
n,m[t] ≜

1
rn,m

 ∑
k∈Un[t]

[
yk,n,m[t]Dk,n[t]

] , (8)255

while ξtr
n,n[t] = 0. Let cm,i[T ] denote the caching state of

service i at SBS bm,∀m ∈ B, in frame T , where cm,i[T ] ∈
{0, 1}. cm,i[T ] = 1 indicates that SBS bm needs to cache
service i; otherwise cm,i[T ] = 0. In addition, let xm,i[t] ∈
{0, 1} denote the usage state of service i at SBS bm in time
slot t, where xm,i[t] = 1 means that service i has not been
used at bm, and xm,i[t] = 0 otherwise. We assume that in time
slot t, each SBS can simultaneously process multiple tasks
requiring different services. Moreover, we denote fm,k[t] as
the computation resource allocated to user Uk at SBS bm in
time slot t. In general, fm,k[t] is much larger than fk. Then,
we can express the task processing time and the computation
energy consumption at SBS bm,∀m ∈ B(n), for processing

the task of Uk,∀k ∈ Un[t], denoted by ξpr
k,n,m[t] and Epr

k,n,m[t],
respectively, as follows:

ξpr
k,n,m[t]

≜
1

fm,k[t]

[
cm,ik[t][T ]xm,ik[t][t]yk,n,m[t]Dk,n[t]Zk[t]

]
, (9)

Epr
k,n,m[t]

≜ cm,ik[t][T ]xm,ik[t][t]yk,n,m[t]ν(fm,k[t])2Dk,n[t]Zk[t] (10)

C. Services Fetching and Caching 256

The MBS has cached all services in I. Whether SBS bn 257

needs to fetch service i from the MBS in frame T depends on 258

the specific values of cn,i[T − 1] and cn,i[T ]. We can express 259

the time duration for SBS bn to fetch service i from the MBS 260

in frame T , denoted by ξn,i[T ], as follows: 261

ξn,i[T ] ≜
1
rn

[βicn,i[T ] (cn,i[T − 1]⊕ cn,i[T ])] , (11) 262

where rn (in bps) is the data rate of the wired link between 263

the MBS and SBS bn [17], βi is the size of the ith service 264

program (in bits), and ⊕ is the exclusive-or (XOR) operation. 265

When cn,i[T − 1] and cn,i[T ] take the same values, we have 266

cn,i[T − 1]⊕ cn,i[T ] = 0, and cn,i[T − 1]⊕ cn,i[T ] = 1 when 267

cn,i[T − 1] and cn,i[T ] take different values. Therefore, using 268

Eq. (11), we can know that only when cn,i[T − 1] = 0 and 269

cn,i[T ] = 1, SBS bn needs to fetch service i from the 270

MBS with time duration ξn,i[T ] > 0. Moreover, SBSs first 271

cooperatively update their caching services at the beginning 272

of frame T , and then help users process tasks when all 273

SBSs finish updating services. Then, we can express the time 274

duration for all SBSs updating services in frame T , denoted 275

by ξus[T ], as follows: 276

ξus[T ] ≜ max
n∈B

{∑
i∈I

ξn,i[T ]

}
. (12) 277

D. Non-Linear Energy Harvesting Model 278

From the practical point of view, the RF-based EH cir-
cuits typically exhibit non-linear end-to-end wireless power
transfer [23]. Adopting the non-linear EH model developed
in [23], we can express the amount of RF-energy harvested
by Uk,∀k ∈ Ω, denoted by Eh

k[t], and the amount of energy
harvested by off-grid SBS bn,∀n ∈ Be, denoted by Eh

n[t],
in time slot t as follows:

Eh
k[t] ≜

ϱ

2

[
ΦNL

k [t]−Mkςk
1− ςk

]
, (13)

Eh
n[t] ≜ ϱ

[
ΦNL

n [t]−Mnςn
1− ςn

]
+ Es

n[t], (14)

respectively, where Es
n[t] denotes the amount of solar energy

harvested by off-grid SBS bn in time slot t, and Mk and
Mn are the maximum harvested powers at Uk and bn,
respectively, when the EH circuits saturate. Besides, ςk ≜
1/(1 + exp (skzk)) and ςn ≜ 1/(1 + exp (snzn)) are used
to guarantee a zero input/output response, respectively, where
sk, zk, sn, and zn are constants related to the non-linear EH



IE
EE P

ro
of

CHEN et al.: JOINT OPTIMIZATION FOR SERVICE-CACHING, COMPUTATION-OFFLOADING, AND RESOURCE-ALLOCATIONS 5

circuit characteristics, e.g., the capacitance, resistance, etc.
Furthermore,

ΦNL
k [t] ≜

Mk

1 + exp
(
−sk

(
P h

k [t]− zk

)) , (15)

ΦNL
n [t] ≜

Mn

1 + exp (−sn (P h
n[t]− zn))

, (16)

are the traditional logistic functions, where
P h

k [t] ≜
∑

m∈Ek[t]

(
Pm

∣∣hm,k[t]
∣∣2) , (17)

P h
n[t] ≜

∑
m∈E(n)

(
Pm

∣∣hm,n[t]
∣∣2) , (18)

are the received powers for EH at user Uk and off-grid SBS bn,279

respectively, where Ek[t] and E(n) denote the sets of on-grid280

SBSs that can wirelessly power user Uk and off-grid SBS bn281

in time slot t, respectively, Pm is the transmit power of on-grid282

SBS bm, and hm,k[t] and hm,n[t] are the channel fading gains283

from on-grid SBS bm to user Uk and off-grid SBS bn in time284

slot t, respectively.285

Then, we can express the amount of energy that can be used286

by off-grid SBS bn, denoted by En[t], and that can be used287

by user Uk, denoted by Ek[t], in time slot t as follows:288

En[t] ≜ min

{
Eh

n[t− 1] + En[t− 1]289

−
∑

k∈Um[t]

Epr
k,m,n[t− 1], Emax

n

}
, (19)290

and291

Ek[t] min

{
Eh

k[t] + Ek[t− 1]− Eu
k[t− 1]292

−
∑

m:k∈Um[t]

Etr
k,m[t− 1], Emax

k

}
, (20)293

respectively, where Emax
k and Emax

n are the maximum battery294

capacities of user Uk and off-grid SBS bn, respectively.295

E. The Optimization Problems Formulations296

We aim to minimize the sum of weighted energy consump-297

tion of all off-grid SBSs in Be and all users in Ω, while298

satisfying the quality of services (QoS) of SBSs and users,299

e.g., users’ task completion time. Therefore, we can formulate300

the considered optimization problem as follows:301

min
Θ,C,Y,F,D


ϖ∑

t=1

ζ
∑

k∈Ω

Eu
k[t]+

∑
n∈Bg

∑
k∈Un[t]

Etr
k,n[t]

+(1−ζ)302

×

∑
n∈Bg

∑
k∈Un[t]

∑
m∈(B(n)∩Be)

Epr
k,n,m[t]

 (21)303

s.t.:304

C1 :
∑
i∈I

(cn,i[T ]βi) ≤ Cn[T ], ∀n ∈ B,305

C2 :
∑

k∈Un[t]

θn,k[t] ≤ 1, ∀t, n ∈ Bg, 306

C3 :
∑

m∈B(n)

yk,n,m[t] ≤ 1, ∀t, n ∈ Bg, k ∈ Un[t], 307

C4 : cn,i[T ] ≤ 1, ∀n ∈ B, i ∈ I, 308

C5 : ξu
k[t] ≤ ϱ

2
, ∀t, k ∈ Ω, 309

C6 : ξtr
k,n[t] + ξtr

n,m[t] + ξpr
k,n,m[t] ≤ ϱ

2
, 310

∀t, n ∈ Bg, k ∈ Un[t],m ∈ B(n), 311

C7 : Eu
k[t] + Etr

k,n[t] ≤ Ek[t], ∀t, n ∈ Bg, k ∈ Un[t], 312

C8 :
∑

m∈(Bg∩B(n))

∑
k∈Um[t]

Epr
k,m,n[t] ≤ En[t], ∀t, n ∈ Be, 313

C9 :
∑

m∈(Bg∩B(n))

∑
k∈Um[t]

(yk,m,n[t]fn,k[t]) ≤ Fmax
n , 314

∀t, n ∈ B, 315

C10: Du
k[t] +Dk,n[t] = Dk[t], ∀t, n ∈ Bg, k ∈ Un[t], 316

where

Θ ≜ {0 ≤ θn,k[t] ≤ 1, ∀t, n ∈ Bg, k ∈ Un[t]} ,
C ≜ {cn,i[T ] ∈ {0, 1}, ∀n ∈ B, i ∈ I} ,
Y≜{yk,n,m[t]∈{0, 1}, ∀t, n ∈Bg, k ∈ Un[t],m∈ B(n)} ,
F ≜ {0 ≤ fn,k[t] ≤ Fmax

n , ∀t, n ∈ B, k ∈ Ω} ,
D≜{0≤ Du

k[t], Dk,n[t] ≤ Dk[t], ∀t, n ∈ Bg, k ∈ Un[t]} ,

where Cn[T ] is the available caching storage capacity of 317

SBS bn in frame T , Fmax
n is the total computation resource 318

of SBS bn, and ζ ∈ [0, 1] is a weight factor. C1 is the 319

caching capacity constraint of each SBS. C2 is the bandwidth 320

allocations constraint of SBS bn,∀n ∈ Bg. C3 indicates that 321

SBS bn can only offload user Uk’s task to one SBS bm 322

in B(n). C5-C6 are the task completion time constraints of 323

user Uk,∀k ∈ Ω, for local-computing and edge-computing, 324

respectively. C7-C8 are the energy consumption constraints of 325

user Uk,∀k ∈ Ω, and off-grid SBS bn,∀n ∈ Be, respectively. 326

C9 is the computation resource-allocations constraint of SBS 327

bn,∀n ∈ B. C10 is the flow conservation constraint for user 328

Uk,∀k ∈ Ω. 329

III. JOINTLY OPTIMIZING COOPERATIVE SERVICE- 330

CACHING, COMPUTATION-OFFLOADING, AND 331

RESOURCE-ALLOCATIONS FOR 332

SCENARIOS WITH SUS 333

For UDNs, it is challenging to solve the large-size opti- 334

mization problem in Eq. (21) by using the traditional 335

optimization based methods with low complexity. Hence, 336

we will leverage the advanced deep reinforcement learn- 337

ing (DRL) based methods to solve this problem with the 338

help of deep neural networks (DNNs) [2], [18]. Service- 339

caching and computation-offloading work in two different 340

timescales. Therefore, based on the hierarchical multi-agent 341

deep reinforcement learning (HMDRL), we will develop 342

a two-timescale based joint cooperative service-caching, 343

computation-offloading, and resource-allocations scheme for 344

scenarios with SUs [24]. Specifically, using HMDRL, we first 345
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derive SBSs’ cooperative service-caching policies in each time346

frame T . Then, based on the cooperative service-caching347

policies, we derive users’ and SBSs’ computation-offloading348

policies in each time slot t. Finally, we derive SBSs’ computa-349

tion resource-allocations policies in each time slot t according350

to the obtained service-caching and computation-offloading351

policies.352

First, to reduce energy consumptions of off-grid SBSs and353

all users while satisfying their delay and energy constraints,354

we define the total reward in time frame T , denoted by r[T ],355

as follows:356

r[T ] ≜
ϖ∑

t=1

{
− ζ

[∑
k∈Ω

Eu
k[t] +

∑
n∈Bg

∑
k∈Un[t]

Etr
k,n[t]

]
357

− (1− ζ)
∑
n∈Bg

∑
k∈Un[t]

∑
m∈(B(n)∩Be)

Epr
k,n,m[t]358

+
∑
n∈Bg

∑
m∈B(n)

∑
k∈Un[t]

Υti
k,n,m[t] +

∑
n∈Be

Υen
n [t]359

+
∑
k∈Ω

[
Υti

k[t] + Υen
k [t]

]}
, (22)360

where Υti
k[t],Υen

k [t],Υti
k,n,m[t], Υen

n [t] ≤ 0 are defined as361

follows:362

Υti
k[t] ≜

{
φti

k, if ξu
k[t] >

ϱ

2
,

0, otherwise,
(23)363

Υti
k,n,m[t]≜

{
φti

k,n,m, if ξtr
k,n[t]+ξtr

n,m[t]+ξpr
k,n,m[t]>

ϱ

2
,

0, otherwise,
364

(24)365

Υen
k [t] ≜

{
φen

k , if Eu
k[t] + Etr

k,n[t] > Ek[t],
0, otherwise,

(25)366

and (26)367

Υen
n [t] ≜


φen

n , if
∑

m∈(Bg∩B(n))

∑
k∈Um[t]

Epr
k,m,n[t]

> En[t],
0, otherwise,

368

(27)369

respectively, where φti
k, φ

ti
k,n,m, φ

en
k , and φen

n are all negative370

constants which are introduced to punish users or SBSs371

for violating time constraints C5-C6 and energy constraints372

C7-C8, respectively.373

A. Slow Timescale: Cooperative Service-Caching374

In service-caching, each SBS is treated as an agent and all375

SBSs cooperate with each other to decide the service-caching376

variables cn,i[T ]’s in each time frame T . Since there are a377

large number of discrete variables cn,i[T ]’s, we will utilize378

Deep Deterministic Policy Gradient (DDPG) [25], which can379

learn the deterministic policy for high-dimensional continuous380

action spaces, to decide cn,i[T ]’s by relaxing cn,i[T ]’s as381

real-valued variables taking values within [0, 1].382

In time frame T , we define the state of SBS bn,∀n ∈ B, 383

for service-caching, denoted by Oc
n[T ], as follows: 384

Oc
n[T ] ≜


{
cm,i[T − 1], ψn,i[T − 1], ∀i ∈ I,

m ∈ B(n)
}
, ∀n ∈ Bg,{

cn,i[T − 1], cm,i[T ], ψn,i[T − 1],
∀i ∈ I,m ∈ (B(n) ∩ Bg)

}
, ∀n ∈ Be,

385

(28) 386

where ψn,i[T − 1] denotes the number of times service i, 387

∀i ∈ I, is requested at SBS bn,∀n ∈ B, in time frame 388

(T − 1). For cooperative service-caching, on-grid SBS bn, 389

∀n ∈ Bg, needs to know the caching state cm,i[T − 1] of 390

service i, ∀i ∈ I, at SBS bm,∀m ∈ B(n), in time frame 391

(T − 1). Similarly, off-grid SBS bn, ∀n ∈ Be, needs to know 392

the caching state cm,i[T ] of service i, ∀i ∈ I, at on-grid SBS 393

bm,∀m ∈ (B(n) ∩ Bg), in time frame T . Moreover, all on-grid 394

SBSs perform service-caching simultaneously before the off- 395

grid SBSs, and they will cache as many services as possible 396

to reduce energy consumption of the off-grid SBSs for task 397

processing. 398

Furthermore, in time frame T , we define the action of SBS 399

bn,∀n ∈ B, for service-caching, denoted by ac
n[T ], as follows: 400

ac
n[T ] ≜ {cn,1[T ], . . . , cn,i[T ], . . . , cn,I [T ]} . (29) 401

In addition, we define the reward of SBS bn,∀n ∈ B, for 402

service-caching in time frame T , denoted by rc
n[T ], as follows: 403

rc
n[T ] ≜

∑
i∈I

cn,i[T ]ψn,i[T ]∑
i∈I

ψn,i[T ]
−
∑
i∈I

ξn,i[T ], (30) 404

where the first term of the right hand side of Eq. (30) is 405

the service-caching hit rate of SBS bn, which is obtained 406

by dividing the requested times, i.e.,
∑

i∈I cn,i[T ]ψn,i[T ], 407

of SBS bn’s cached services by the total number of times all 408

services in I are requested at SBS bn in time frame T , i.e., 409∑
i∈I ψn,i[T ] [24]. By defining rc

n[T ], we aim to maximize 410

the cumulative service-caching hit rate of all services while 411

reducing the service fetching time at SBS bn. When the reward 412

rc
n[T ] defined in Eq. (30) takes a large value, the hit rate 413

generally takes a large value and the service fetching time 414

takes a small value [24]. As a result, users can have more 415

opportunities to offload tasks to MEC servers, and then r[T ] 416

defined in Eq. (22) increases. 417

Based on the above defined Oc
n[T ], ac

n[T ], and rc
n[T ], 418

we use DDPG to derive the service-caching policies of all 419

SBSs. The DDPG includes four DNNs: the actor network, the 420

critic network, and two corresponding target networks [25]. 421

Based on the observed state Oc
n[T ], the actor network of 422

SBS bn,∀n ∈ B, will train a policy function πc
n(Oc

n; ωc
an,n) 423

to generate an action ac
n[T ] for SBS bn at the beginning of 424

time frame T , where ωc
an,n is the parameter vector (including 425

the weight parameters and the bias parameters) of the actor 426

network [25]. Moreover, in order to explore more actions, the 427

DDPG will add a Gaussian noise u to the policy function 428

πc
n(Oc

n; ωc
an,n). Then, the DDPG decides ac

n[T ] by using the 429

following policy [25]: 430

ac
n[T ] ≜ πc

n(Oc
n[T ]; ωc

an,n) + u. (31) 431



IE
EE P

ro
of

CHEN et al.: JOINT OPTIMIZATION FOR SERVICE-CACHING, COMPUTATION-OFFLOADING, AND RESOURCE-ALLOCATIONS 7

To evaluate ac
n[T ], the critic network of SBS bn will gen-432

erate a Q-value, i.e., Qc
n

(
Oc

n[T ], ac
n[T ]; ωc

cn,n

)
, based on its433

Q-function Qc
n

(
Oc

n, a
c
n; ωc

cn,n

)
, where ωc

cn,n is the parameter434

vector of the critic network [25]. Once we obtain ac
n[T ],435

we can determine the service-caching of SBS bn, ∀n ∈ B.436

Specifically, we first sort the services in I in the descending437

order of the obtained real-valued cn,i[T ]’s, and then services438

are cached according to the above-sorted sequence (i.e., the439

service i with the largest cn,i[T ] will be cached first) until440

constraint C1 is violated.441

Furthermore, the DDPG will utilize the experience replay442

buffer and the target networks to improve and stabilize the443

training process [26]. In each time frame T , SBS bn,∀n ∈ B,444

will store the current transition, i.e., (Oc
n[T ] , ac

n[T ], rc
n[T ],445

Oc
n[T + 1]), into its experience replay buffer Mc

n. Also,446

it will randomly sample a batch of transitions in Mc
n to447

train its actor and critic networks. Let π̃c
n(Oc

n; ω̃c
an,n) and448

Q̃c
n

(
Oc

n, a
c
n; ω̃c

cn,n

)
denote the policy function and Q-function449

of the target actor network and target critic network, respec-450

tively, where ω̃c
an,n and ω̃c

cn,n are the corresponding parameter451

vectors. Randomly sampling a batch of transitions (Oc
n[T ′] ,452

ac
n[T ′], rc

n[T ′], Oc
n[T ′ + 1]) with size Ψ fromMc

n, the DDPG453

updates ωc
cn,n of its critic network by minimizing the following454

loss function [26]:455

L
(
ωc

cn,n

)
≜

1
Ψ

{∑
T ′

(
J c

n[T ′]−Qc
n

(
Oc

n[T ′], ac
n[T ′]; ωc

cn,n

))2}
,456

(32)457

where in time frame T ′,458

J c
n[T ′] = rc

n[T ′] + γQ̃c
n

(
Oc

n[T ′ + 1],459

π̃c
n

(
Oc

n[T ′ + 1]; ω̃c
an,n

)
; ω̃c

cn,n

)
, (33)460

where γ ∈ (0, 1) is a discount factor.461

Utilizing the selected transitions from Mc
n, the DDPG462

updates the parameter vector ωc
an,n of the actor network by463

using the following formula [26]:464

ωc
an,n ← ωc

an,n −
αp

an

Ψ

{∑
T ′

(
∇ac

n
Qc

n

(
Oc

n[T ′], ac
n[T ′]; ωc

cn,n

)
465

×∇ωc
an,n
πc

n

(
Oc

n[T ′]; ωc
an,n

) )}
, (34)466

where αp
an∈(0, 1) is the learning rate of the DDPG’s actor net-467

work for updating ωc
an,n,∇ac

n
Qc

n

(
Oc

n[T ′], ac
n[T ′]; ωc

cn,n

)
is the468

gradient of the critic network’s Q-function Qc
n

(
Oc

n, a
c
n; ωc

cn,n

)
469

with respect to (w.r.t.) action ac
n in time frame T ′, and470

∇ωc
an,n
πc

n

(
Oc

n[T ′]; ωc
an,n

)
is the gradient of the actor network’s471

policy function πc
n

(
Oc

n; ωc
an,n

)
w.r.t. ωc

an,n in time frame T ′.472

Notice that since the state Oc
n[T ] (see Eq. (28)) of SBS bn is473

related to the service-caching policies of SBS bm,∀m ∈ B(n),474

the updating of ωc
an,n and ωc

cn,n is affected by the states and475

actions of SBS bm,∀m ∈ B(n).476

Every Gc time frames, we update the parameter vectors
of the target networks by using the following operational
formulas [26]:{

ω̃c
an,n ← τ pωc

an,n + (1− τ p) ω̃c
an,n, (35)

ω̃c
cn,n ← τ pωc

cn,n + (1− τ p) ω̃c
cn,n, (36)

where τ p ∈ (0, 1) is the learning rate of DDPG for updating 477

ω̃c
an,n and ω̃c

cn,n. 478

B. Fast Timescale: Computation-Offloading 479

Since user Uk first offloads task to its nearest on-grid 480

SBS, only on-grid SBSs need to decide the computation- 481

offloading variables, i.e., Dk,n[t]’s and yk,n,m[t]’s, and the 482

related spectrum allocation variables θn,k[t]’s. We use Dueling 483

Deep Q Network (Dueling DQN) and DDPG to decide discrete 484

variables yk,n,m[t]’s and continuous variables Dk,n[t]’s and 485

θn,k[t]’s, respectively. 486

For SBS bn,∀n ∈ Bg, we define the states of DDPG
and Dueling DQN for computation-offloading in time slot t,
denoted by Ooc

n [t] and Ood
n [t], respectively, as follows:

Ooc
n [t] ≜

{
hk,n[t], Dk[t], Zk[t], Ek[t], Em[t],
∀k ∈ Un[t],m ∈ (B(n) ∩ Be)

}
, (37)

Ood
n [t] ≜

{
ik[t], Em[t], cι,i[T ], xι,i[t],∀k ∈ Un[t],
i ∈ I,m ∈ (B(n) ∩ Be) , ι ∈ B(n)

}
. (38)

Moreover, the corresponding actions of DDPG and Dueling
DQN, denoted by aoc

n [t] and aod
n [t], respectively, are defined

as follows:{
aoc

n [t] ≜ {θn,k[t], Dk,n[t],∀k ∈ Un[t]} , (39)
aod

n [t] ≜
{
yk,n,m[t],∀k ∈ Un[t],m ∈ B(n)

}
. (40)

In Eqs. (37)-(38), for effective computation-offloading, Ooc
n [t] 487

and Ood
n [t] of SBS bn also include the available energy 488

Em[t] at off-grid SBS bm, ∀m ∈ (B(n) ∩ Be), and/or the 489

service-caching and usage states, i.e., cι,i[T ]’s and xι,i[t]’s, 490

at SBS bι, ∀ι ∈ B(n). Moreover, notice that SBSs bn’s in 491

Bg derive aod
n [t]’s in a specified sequence [27]. Then, in time 492

slot t, the action aod
n′ [t] taken by a given SBS bn′ in Bg may 493

influence the service usage state xm,i[t] of SBS bm, ∀m ∈ 494

B(n′). Therefore, xm,i[t] may take different values in different 495

on-grid SBSs’ states Ooc
n [t]’s in time slot t. 496

Furthermore, for SBS bn,∀n ∈ Bg, we define the rewards
of DDPG and Dueling DQN in time slot t, denoted by roc

n [t]
and rod

n [t], respectively, as follows:

roc
n [t]≜−

∑
k∈Un[t]

(
Eu

k[t] + Etr
k,n[t]

)
+
∑

k∈Un[t]

(
Υti

k[t]+Υen
k [t]

)
+(1−ζ)

∑
m∈B(n)

rcr
m[t], (41)

rod
n [t]≜

∑
k∈Un[t]

∑
m∈B(n)

yk,n,m[t]
(
cm,i[T ] + xm,i[t]

2

)
, (42)

where rcr
m[t] in Eq. (41) is the computation resource-allocations 497

reward of SBS bm, ∀m ∈ B(n), which will be defined in the 498

next subsection, and ζ ∈ [0, 1] is the weight parameter given 499

in Eq. (21). For SBS bn, since the action aoc
n [t] also affects 500

the computation resource-allocations of SBS bm, ∀m ∈ B(n), 501

we also consider rcr
m[t] in Eq. (41). By defining rod

n [t] given in 502

Eq. (42), SBS bn aims to offload user Uk’s task to SBS bm, 503

∀m ∈ B(n), which has cached service ik[t] but has not utilized 504

service ik[t] in time slot t. The higher rod
n [t] is, the more users 505

can select suitable SBSs for task processing. Hence, the total 506
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reward r[T ] given in Eq. (22) will become more and more507

large.508

When deciding aoc
n [t]’s, the detailed updating process of509

DDPG is similar to that in Section III-A. Hence, we only510

introduce Dueling DQN in the following. The Dueling DQN511

includes two DNNs: the Q network and the target Q net-512

work [28]. Based on the observed state Ood
n [t], the Q network513

gets an action aod
n [t] by adopting the following ϵ-greedy policy:514

aod
n [t] ≜515  argmax

aod
n∈An

Qod
n

(
Ood

n [t],aod
n ;ωod

n ,ω
od
sv,n,ω

od
av,n

)
, if pn[t]>ϵ

Randomly select an action, otherwise
516

(43)517

where for SBS bn, An is the action space of Dueling DQN,518

pn[t] ∈ [0, 1] is a random value chosen in time slot t, and519

the Q-function Qod
n

(
Ood

n , a
od
n ; ωod

n ,ω
od
sv,n,ω

od
av,n

)
is defined as520

follows:521

Qod
n

(
Ood

n , a
od
n ; ωod

n ,ω
od
sv,n,ω

od
av,n

)
522

≜ Vn

(
Ood

n ; ωod
n ,ω

od
sv,n

)
+An

(
Ood

n , a
od
n ; ωod

n ,ω
od
av,n

)
523

− 1
|An|

 ∑
ãod

n∈An

An

(
Ood

n , ã
od
n ; ωod

n ,ω
od
av,n

) . (44)524

In Eq. (44), Vn(Ood
n ; ωod

n ,ω
od
sv,n) denotes the state-value of525

state Ood
n with network parameters ωod

n and ωod
sv,n [28].526

An(Ood
n , a

od
n ; ωod

n ,ω
od
av,n) denotes the action-advantage value527

of aod
n under state Ood

n with network parameters ωod
n and528

ωod
av,n [28]. Besides, for SBS bn, ∀n ∈ Bg, |An| is the529

cardinality of the action space An [28].530

Selecting a min-batch of transitions
(
Ood

n [t′] , aod
n [t′], rod

n [t′],531

Ood
n [t′ + 1]

)
with size Ψ from the replay buffer, for SBS532

bn,∀n ∈ Bg, Dueling DQN updates ωod
n , ωod

sv,n, and ωod
av,n533

by minimizing the following loss function:534

L
(
ωod

n ,ω
od
sv,n,ω

od
av,n

)
≜

1
Ψ

{∑
t′

(
Jod

n [t′]−Qod
n

(
Ood

n [t′],535

aod
n [t′]; ωod

n ,ω
od
sv,n,ω

od
av,n

))2
}
, (45)536

where in time slot t′,537

Jod
n [t′] = rod

n [t′] + γQ̃od
n

(
Ood

n [t′ + 1], ãod
n [t′ + 1];538

ω̃od
n , ω̃

od
sv,n, ω̃

od
av,n

)
, (46)539

where Q̃od
n

(
Ood

n , a
od
n ; ω̃od

n , ω̃
od
sv,n, ω̃

od
av,n

)
is the Q-function of540

the target Q network of Dueling DQN, and ω̃od
n , ω̃

od
sv,n, and541

ω̃od
av,n are its network parameter vectors. Moreover,542

ãod
n [t′+1]=argmax

aod
n∈An

Q̃od
n

(
Ood

n [t′+1],aod
n ; ω̃od

n , ω̃
od
sv,n, ω̃

od
av,n

)
543

(47)544

is the action of the target Q network in time slot t′ obtained545

based on state Ood
n [t′ + 1]. Dueling DQN minimizes the loss546

function L
(
ωod

n ,ω
od
sv,n,ω

od
av,n

)
by using the gradient descent547

method. For example, we can update ωod
n by using the follow- 548

ing operational formula [29]: 549

ωod
n ← ωod

n − αq∇ωod
n
L
(
ωod

n ,ω
od
sv,n,ω

od
av,n

)
, (48) 550

where αq ∈ (0, 1) is the learning rate of Dueling DQN, 551

∇ωod
n
L
(
ωod

n , ωod
sv,n, ωod

av,n

)
is the gradient of L

(
ωod

n ,ω
od
sv,n, 552

ωod
av,n

)
w.r.t. ωod

n . In addition, every God time slots, the target 553

Q network updates ω̃od
n , ω̃

od
sv,n, and ω̃od

av,n by setting ω̃od
n = ωod

n , 554

ω̃od
sv,n = ωod

sv,n, and ω̃od
av,n = ωod

av,n, respectively. 555

If SBS bn has cached one type of service, e.g., ik[t], required 556

by user Uk, but Dk,n[t] = 0 or yk,m,n[t] = 0, ∀m ∈ Bg, n ∈ 557

B(m), SBS bn will reset ik[t] to be the unoccupied state in 558

time slot t, i.e., xn,ik[t][t] = 1. Hence, the value of the number 559

of times, i.e., ψn,ik[t][T ], that service ik[t] is requested at SBS 560

bn in time frame T will be affected. Then, the service-caching 561

of SBS bn in time frame (T + 1) may be affected because 562

service-caching reward rc
n given in Eq. (30) is related to 563

ψn,ik[t][T ]. Moreover, since the output layer of DDPG uses the 564

hyperbolic tangent functions as activation functions, each out- 565

put value of DDPG is within [−1, 1], which is then normalized 566

to [0, 1]. To guarantee constraint C2, the outputs of DDPG for 567

θn,k[t]’s in aoc
n [t], denoted by ooc, s

n,k [t]’s, are used to calculate 568

θn,k[t]’s by using θn,k[t] ≜ ooc, s
n,k [t]

/(∑
k′∈Un[t] o

oc, s
n,k′ [t]

)
. 569

To guarantee constraint C10, for each Uk, we obtain Dk,n[t] 570

in aoc
n [t] by using Dn,k[t] ≜ ooc

k,n[t]Dk[t], where ooc
k,n[t] is 571

the output of DDPG for Dk,n[t] and it is used as the task 572

offloading proportion for Uk. 573

C. Fast Timescale: Computation Resource-Allocations 574

Based on the obtained Dk,n[t]’s and yk,n,m[t]’s, we still 575

utilize DDPG to derive the computation resource-allocations 576

variables, i.e., fn,k[t]’s, where each SBS bn, ∀n ∈ B, is treated 577

as an agent. We define the state, action, and reward of SBS 578

bn, ∀n ∈ B, for computation resource-allocations in time slot 579

t, denoted by Ocr
n [t], acr

n [t], and rcr
n [t], respectively, as follows: 580

Ocr
n [t] ≜

{
Dk,n[t], yk,m,n[t], Zk[t], ik[t], cn,i[T ], ξtr

k,m,n[t], 581

∀m ∈ Bg, n ∈ B(m), k ∈ Ln[t], i ∈ I
}
, (49) 582

acr
n [t] ≜ {fn,1[t], . . . , fn,K [t]} , (50) 583

and 584

rcr
n [t] ≜ −

∑
m∈(Bg∩B(n))

∑
k∈Um[t]

Epr
k,m,n[t] 585

+
∑

m∈(Bg∩B(n))

∑
k∈Ln[t]

Υti
k,m,n[t] + Υen

n [t], (51) 586

where ξtr
k,m,n[t] ≜ ξtr

k,m[t] + ξtr
m,n[t] is the time consumption 587

for offloading Dk,n[t] bits of user Uk’s task data to SBS bn, 588

and Ln[t] is the set of users for which SBS bn,∀n ∈ B, 589

needs to provide computing services in time slot t. Moreover, 590

by defining rcr
n [t]’s, we can minimize off-grid SBSs’ energy 591

consumptions while guaranteeing the related constraints C6 592

and C8 of all SBSs. Accordingly, by defining roc
n [t] in Eq. (41), 593

we can minimize the energy consumptions of all users and 594

off-grid SBSs while ensuring that constraints C5-C8 can be 595

satisfied. 596
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Fig. 3. Structure of the actor network in DDPG for computation resource-
allocations, where

∣∣∣Ôcr
n [t]

∣∣∣ = 5 |Ω| + |I|, |Ocr
n [t]| = 5 |Ln[t]| + |I|, and

|Rcr
n[t]| = 5 (|Ω| − |Ln[t]|).

However, since the set Ln[t] may dynamically change as597

time goes on, the dimension of Ocr
n [t] given in Eq. (49) may598

take different values for different time slots. In reinforcement599

learning, DNNs are trained by iteratively updating network600

parameters. Since the change of the dimension of Ocr
n [t] may601

lead to the change of the number of DNN input layer neurons602

and the dimension of DNN parameter set, the network struc-603

ture of DNN may change, which in fact leads to the generation604

of another DNN. To keep the DNN structure unchanged,605

we generate DNNs with the possible maximum number of606

input layer neurons. Since one element in state Ocr
n [t] corre-607

sponds to one neuron in the DNN’s input layer, the maximum608

number of DNN’s input layer neurons is max {|Ocr
n [t]|} =609

max {5 |Ln[t]|} + |I| = 5 |Ω| + |I| . Then, for computation610

resource-allocations, we generate DNNs which are shown in611

Fig. 3, where we re-define SBS bn’s state for computation612

resource-allocations in time slot t, denoted by Ôcr
n [t], as:613

Ôcr
n [t] ≜ {Ocr

n [t],Rcr
n [t]} , (52)614

where
∣∣∣Ôcr

n [t]
∣∣∣ = 5 |Ω|+|I| and |Rcr

n [t]| =
∣∣∣Ôcr

n [t]
∣∣∣−|Ocr

n [t]| =615

5 (|Ω| − |Ln[t]|). Here, Rcr
n [t] is used to guarantee that the616

number of elements in Ôcr
n [t] is 5× |Ω|+ |I|, and the values617

of elements in Rcr
n [t] are set as 0’s so that they do not affect618

the outputs of DNNs [30].619

In addition, similar to θn,k[t]’s and Dk,n[t]’s in620

Section III-B, we can obtain fn,k[t]’s based on the outputs of621

DDPG, denoted by ocr
n,k[t]’s, by using the following equation:622

fn,k[t] ≜


Fmax

n ocr
n,k[t], if

∑
k′∈Ln[t]

ocr
n,k′ [t] ≤ 1,

Fmax
n ocr

n,k[t]∑
k′∈Ln[t]

ocr
n,k′ [t]

, if
∑

k′∈Ln[t]

ocr
n,k′ [t] > 1,

623

(53)624

where the output value ocr
n,k[t] of DDPG is normalized to [0, 1].625

Specifically, when
∑

k′∈Ln[t] o
cr
n,k[t] ≤ 1, to reduce energy626

consumption of SBS bn, we let fn,k[t] ≜ Fmax
n ocr

n,k[t]. On the627

contrary, when
∑

k′∈Ln[t] o
cr
n,k′ [t] > 1, to satisfy constraint628

C9, we let629

fn,k[t] ≜
Fmax

n ocr
n,k[t]∑

k′∈Ln[t]

ocr
n,k′ [t]

. (54)630

Algorithm 1 HMDRL-Based Algorithm for Solving the Opti-
mization Problem in Eq. (21) for Scenarios With SUs

1: Initialize: The network parameter vectors and reply buffers of
all DDPGs and Dueling DQNs.

2: For each episode = 1, 2, . . . , do
3:

∣∣ Reset the environment.
4:

∣∣ For each frame T = 1, 2, . . . , do
5:

∣∣ ∣∣ Each SBS bn chooses action ac
n based on stateOc

n[T ], where∣∣ ∣∣ on-grid SBSs choose actions before off-grid SBSs.
6:

∣∣ ∣∣ For each time slot t = 1, 2, . . . , do
7:

∣∣ ∣∣ ∣∣ For each on-grid SBS bn, n = 1, 2, . . . , do
8:

∣∣ ∣∣ ∣∣ ∣∣ Choose actions aoc
n [t] and aod

n [t] based on states Ooc
n [t]∣∣ ∣∣ ∣∣ ∣∣ and Ood

n [t], respectively.
9:

∣∣ ∣∣ ∣∣ ∣∣ Get reward rod
n [t] and next state Ood

n [t + 1].
10:

∣∣ ∣∣ ∣∣ ∣∣ Store transition
(
Ood

n [t] , aod
n [t], rod

n [t], Ood
n [t+1]

)
in Du-∣∣ ∣∣ ∣∣ ∣∣ eling DQN’s replay buffer and sample a mini-batch of∣∣ ∣∣ ∣∣ ∣∣ transitions from this buffer.

11:
∣∣ ∣∣ ∣∣ ∣∣ Update the Q network by minimizing the loss function∣∣ ∣∣ ∣∣ ∣∣ L

(
ωod

n ,ωod
sv,n,ωod

av,n

)
given by Eq. (45).

12:
∣∣ ∣∣ ∣∣ ∣∣ Update the target Q network every God time slots.

13:
∣∣ ∣∣ ∣∣ End for

14:
∣∣ ∣∣ ∣∣ For SBS bn, ∀n ∈ B, do

15:
∣∣∣ ∣∣∣ ∣∣∣ ∣∣∣ Choose action acr

n[t] based on state Ôcr
n [t], and get reward∣∣∣ ∣∣∣ ∣∣∣ ∣∣∣ rcr

n [t] and next state Ôcr
n [t + 1].

16:
∣∣∣ ∣∣∣ ∣∣∣ ∣∣∣ Store transition

(
Ôcr

n [t] , acr
n[t], rcr

n [t], Ôcr
n [t+1]

)
in∣∣ ∣∣ ∣∣ ∣∣ DDPG’s replay buffer for computation resource-∣∣ ∣∣ ∣∣ ∣∣ allocations and sample a mini-batch of transitions from∣∣ ∣∣ ∣∣ ∣∣ this buffer.

17:
∣∣ ∣∣ ∣∣ ∣∣ Update the actor network by using Eq. (34), and update∣∣ ∣∣ ∣∣ ∣∣ the critic network by minimizing the loss function given∣∣ ∣∣ ∣∣ ∣∣ by Eq. (32). Also, update the target networks by using∣∣ ∣∣ ∣∣ ∣∣ Eqs. (35) and (36).

18:
∣∣ ∣∣ ∣∣ End for

19:
∣∣ ∣∣ ∣∣ For SBS bn, ∀n ∈ Bg, do

20:
∣∣ ∣∣ ∣∣ ∣∣ Get reward roc

n [t] and next state Ooc
n [t + 1].

21:
∣∣ ∣∣ ∣∣ ∣∣ Update DDPG for computation-offloading by using∣∣ ∣∣ ∣∣ ∣∣ methods similar to lines 16− 17.

22:
∣∣ ∣∣ ∣∣ End for

23:
∣∣ ∣∣ End for

24:
∣∣ ∣∣ For SBS bn, ∀n ∈ B, do

25:
∣∣ ∣∣ ∣∣ Get reward rc

n[T ] and next state Oc
n[T + 1].

26:
∣∣ ∣∣ ∣∣ Update DDPG for service-caching by using methods∣∣ ∣∣ ∣∣ similar to lines 16− 17.

27:
∣∣ ∣∣ End for

28:
∣∣ End for

29: End for

For scenarios with SUs, we summarize the HMDRL-based 631

algorithm to solve the optimization problem specified by 632

Eq. (21) in Algorithm 1. Notice that in line 7 of Algorithm 1, 633

for on-grid SBSs bn and bm, if n < m, then SBS bn performs 634

computation-offloading before SBS bm. 635

D. Computational Complexity of Algorithm 1 636

When performing service-caching, for SBS bn, ∀n ∈ B, 637

let Han
n,l and Hcn

n,l be the numbers of neurons in the l-th 638

hidden layer of DDPGs’ actor network and critic network, 639

respectively, and Lan
n and Lcn

n be the numbers of hidden 640

layers in DDPGs’ actor network and critic network, respec- 641

tively. Therefore, in the training process, the complexity in 642
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cooperative service-caching is643

O

∑
n∈B

NYΨ

|Oc
n|Han

n,1 +
Lan

n∑
l=2

Han
n,l−1H

an
n,l +Han

n,Lan
n
|ac

n|644

+Hcn
n,1

[
|Oc

n|+ |ac
n|
]
+

Lcn
n∑

l=2

Hcn
n,l−1H

cn
n,l +Hcn

n,Lcn
n


 ,645

(55)646

where |Oc
n| and |ac

n| are the cardinality of SBS bn’s state Oc
n647

and action ac
n, respectively, N is the number of frames in each648

episode, Y is the number of episodes, and Ψ is the mini-batch649

sampling size given in Eq. (32). Similarly, we can analyze the650

computational complexities for computation-offloading and651

computation resource-allocations.652

IV. JOINTLY OPTIMIZING COOPERATIVE653

SERVICE-CACHING, COMPUTATION-OFFLOADING, AND654

RESOURCE-ALLOCATIONS FOR SCENARIOS WITH MUS655

We extend the work in Section III to more realistic sce-656

narios with MUs, where each MU moves with a certain657

trajectory at a low speed within the considered area. When658

taking into account user mobility, since the set Un[t] may659

dynamically change, the dimensions of actions aoc
n [t] and660

aod
n [t] and states Ooc

n [t] and Ood
n [t] in computation-offloading661

may dynamically change as time slot t changes. Hence, for662

computation-offloading, the network structures of DNNs built663

in Section III-B may dynamically change.664

Thus, similar to Section III-C, we generate DNNs with
the number of input layer neurons being max {|Ooc

n [t]|} =
max {4 |Un[t]|} + |B(n) ∩ Be| = 4 |Ω| + |B(n) ∩ Be| and
the number of output layer neurons being max {|aoc

n [t]|} =
max {2 |Un[t]|} = 2 |Ω| to obtain Dk,n[t]’s and θn,k[t]’s
in aoc

n [t]. Similarly, we generate DNNs with the number of
input layer neurons being max

{∣∣Ood
n [t]

∣∣} = max {|Un[t]|}+
|B(n) ∩ Be| + 2 |B(n)| |I| = |Ω| + |B(n) ∩ Be| + 2 |B(n)| |I|
and the number of output layer neurons being max

{∣∣aod
n [t]

∣∣}=
max {|Un[t]|} = |Ω| to obtain yk,n,m[t]’s in aod

n [t]. Accord-
ingly, for SBS bn,∀n ∈ Bg, we define the sets of input states,
denoted by Ôoc

n [t] and Ôod
n [t], respectively, and output actions,

denoted by âoc
n [t] and âod

n [t], respectively, for scenarios with
MUs in time slot t as:{

Ôoc
n [t] ≜ {Ooc

n [t],Rsc
n [t]} , (56)

Ôod
n [t] ≜

{
Ood

n [t],Rsd
n [t]

}
, (57)

and {
âoc

n [t] ≜ {aoc
n [t],Rac

n [t]} , (58)
âod

n [t] ≜
{
aod

n [t],Rad
n [t]

}
, (59)

where

∣∣∣Ôoc
n [t]

∣∣∣ = 4 |Ω|+ |B(n) ∩ Be| , (60)∣∣∣Ôod
n [t]

∣∣∣ = |Ω|+ |B(n) ∩ Be|+ 2 |B(n)| |I| , (61)

|âoc
n [t]| = 2 |Ω| , (62)∣∣âod
n [t]

∣∣ |Ω| . (63)

Similar to Rcr
n [t], the sets Rsc

n [t], Rsd
n [t], Rac

n [t], and Rad
n [t] are 665

used to keep
∣∣∣Ôoc

n [t]
∣∣∣, ∣∣∣Ôod

n [t]
∣∣∣, |âoc

n [t]|, and
∣∣âod

n [t]
∣∣ as con- 666

stants, respectively. Moreover, we set the values of elements 667

in Rsc
n [t] and Rsd

n [t] as 0’s, and the elements in Rac
n [t] and 668

Rad
n [t] are not utilized to calculate Dk,n[t]’s and θn,k[t]’s in 669

aoc
n [t] and yk,n,m[t]’s in aod

n [t]. 670

Moreover, unlike Section III-B, we derive discrete variables 671

yk,n,m[t]’s by using DDPG instead of Dueling DQN. This 672

is because if Dueling DQN is leveraged, the dimensionality 673

of the action space grows exponentially with the number of 674

users. Similar to Section III-B, the output values of DDPG 675

are normalized to [0, 1]. At SBS bn, to obtain yk,n,m[t]’s for 676

user Uk, ∀k ∈ Un[t], the interval [0, 1) is evenly divided 677

into |B(n)| + 1 intervals, with each corresponding to one 678

choice, i.e., local computing at user Uk or data offloading 679

to one SBS bm,∀m ∈ B(n). Specifically, user Uk or each 680

of SBS bm,∀m ∈ B(n), is assigned an index number. If 681⌊
ood

k,n,m × (|B(n)|+ 1)
⌋

is equal to the index number of one 682

SBS bm,∀m ∈ B(n), we set yk,n,m[t] = 1; otherwise we set 683∑
m∈B(n) yk,n,m[t] = 0 and user Uk processes task by itself, 684

where ⌊·⌋ denotes the floor function. 685

In addition, since the dimensions of each SBS bn’s state 686

Oc
n[T ] and action ac

n[T ] are not affected by the mobility of 687

users, the cooperative service-caching scheme among SBSs for 688

scenarios with MUs is the same as that for scenarios with SUs. 689

While for computation resource-allocations of SBSs, since 690

the dimension of Ln[t] always dynamically changes whether 691

or not user mobility is taken into account, the computation 692

resource-allocations scheme proposed in Section III can still 693

be used for scenarios with MUs. Then, for scenarios with 694

MUs, we can develop an HMDRL based algorithm as shown 695

in Algorithm 2 to solve the problem given in Eq. (21). 696

V. PERFORMANCES EVALUATIONS 697

SBSs and users are distributed in a 50 m × 50 m area. 698

Unless otherwise stated, for each user Uk, we take fk = 699

109 Hz and the penalty parameters φti
k = φen

k = −0.02 in 700

Eqs. (23) and (25), respectively. Besides, we take Fmax
n = 701

1010 Hz for SBS bn, ∀n ∈ B, and the penalty parameter 702

φen
n = −0.02 in Eq. (27) for off-grid SBS bn, ∀n ∈ Be. 703

Moreover, for SBSs bn and bm, ∀n ∈ Bg, m ∈ B(n), and 704

user Uk,∀k ∈ Un[t], we set the transmit power from user Uk 705

to SBS bn as Pk,n[t] = 0.05 W and the penalty parameter 706

φti
k,n,m = −0.02 in Eq. (24). Also, in large-scale fading 707

hk,n[t], we take the antenna gain Ad = 4.11, the carrier 708

frequency fc = 915 MHz, and the path loss exponent de = 2.8. 709

We take the noise power σ2 = 10−9 W, the effective switched 710

capacitance ν = 10−28, and the weight parameter ζ = 0.9 in 711

Eq. (21), and set the spatial densities of on-grid SBSs, off-grid 712

SBSs, and users as λg = 0.0016/m2, λe = 0.0048/m2, and 713

ρ = 0.0048/m2, respectively. In addition, for all users, the 714

data input size and the number of CPU circles required per 715

bit follow uniform distribution with Dk[t] ∈ [1×105, 2×105] 716

bits and Zk[t] ∈ [7.5 × 102, 103] cycles/bit, respectively. 717

Furthermore, we take the average total reward as the average 718

value of total rewards r[T ]’s defined in Eq. (22) over 20 time 719
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Fig. 4. Convergence performance comparisons: (a) Average total reward for scenarios with SUs; (b) Sum of weighted energy consumption for scenarios
with SUs; (c) Average total reward for scenarios with MUs; (d) Sum of weighted energy consumption for scenarios with MUs.

Algorithm 2 HMDRL-Based Algorithm for Solving the Opti-
mization Problem in Eq. (21) for Scenarios With MUs

1: Initialize: The network parameter vectors and reply buffers of
all DDPGs.

2: For each episode = 1, 2, . . . , do
3:

∣∣ Reset the environment.
4:

∣∣ For each frame T = 1, 2, . . . , do
5:

∣∣ ∣∣ SBS bn, ∀n ∈ B, chooses action ac
n[T ] based on stateOc

n[T ]∣∣ ∣∣ similar to Algorithm 1.
6:

∣∣ ∣∣ For each time slot t = 1, 2, . . . , do
7:

∣∣ ∣∣ ∣∣ For each on-grid SBS bn, n = 1, 2, . . . , do
8:

∣∣∣ ∣∣∣ ∣∣∣ ∣∣∣ Choose actions âoc
n [t] and âod

n [t] based on states Ôoc
n [t]∣∣∣ ∣∣∣ ∣∣∣ ∣∣∣ and Ôod

n [t], respectively.

9:
∣∣∣ ∣∣∣ ∣∣∣ ∣∣∣ Get reward rod

n [t] and next state Ôod
n [t + 1].

10:
∣∣∣ ∣∣∣ ∣∣∣ ∣∣∣ Update DDPG for obtaining âod

n [t] in computation-∣∣ ∣∣ ∣∣ ∣∣ offloading similar to lines 16− 17 of Algorithm 1.
11:

∣∣ ∣∣ ∣∣ End for
12:

∣∣ ∣∣ ∣∣ For SBS bn, ∀n ∈ B, do
13:

∣∣∣ ∣∣∣ ∣∣∣ ∣∣∣ Choose action acr
n[t] based on state Ôcr

n [t], and get reward∣∣∣ ∣∣∣ ∣∣∣ ∣∣∣ rcr
n [t] and next state Ôcr

n [t + 1].
14:

∣∣ ∣∣ ∣∣ ∣∣ Update DDPG for computation resource-allocations∣∣ ∣∣ ∣∣ ∣∣ similar to lines 16− 17 of Algorithm 1.
15:

∣∣ ∣∣ ∣∣ End for
16:

∣∣ ∣∣ ∣∣ For SBS bn, ∀ ∈ Bg, do
17:

∣∣∣ ∣∣∣ ∣∣∣ ∣∣∣ Get reward roc
n [t] and next state Ôoc

n [t + 1].
18:

∣∣ ∣∣ ∣∣ ∣∣ Update DDPG for obtaining âoc
n [t] in computation-∣∣ ∣∣ ∣∣ ∣∣ offloading similar to lines 16− 17 of Algorithm 1.

19:
∣∣ ∣∣ ∣∣ End for

20:
∣∣ ∣∣ End for

21:
∣∣ ∣∣ For SBS bn, ∀n ∈ B, do

22:
∣∣ ∣∣ ∣∣ Get reward rc

n[T ] and next state Oc
n[T + 1].

23:
∣∣ ∣∣ ∣∣ Update DDPG for service-caching by using methods∣∣ ∣∣ ∣∣ similar to lines 16− 17 of Algorithm 1.

24:
∣∣ ∣∣ End for

25:
∣∣ End for

26: End for

frames (one episode), where each frame consists of ϖ =720

50 time slots. To evaluate the performances of our proposed721

schemes Algorithms 1-2, we also consider the following722

baseline schemes:723

• Random Service-Caching: This scheme leverages random724

service-caching policies.725

• Single DDPG-Based Offloading: In computation- 726

offloading, each on-grid SBS bn uses a single 727

DDPG to decide the discrete variables yk,n,m[t]’s 728

and the continuous variables θn,k[t]’s and Dk,n[t]’s 729

simultaneously. 730

• MBS-Based Offloading: MBS acts as an agent which 731

collects information from all users and SBSs to simul- 732

taneously decide yk,n,m[t]’s, θn,k[t]’s, and Dk,n[t]’s for 733

all users and SBSs [31]. But, MBS does not provide 734

computing services to users. 735

• Local Information-Based Offloading: Each on-grid SBS 736

bn also uses the states and actions of on-grid SBSs in 737

the set (B(n) \ {n}) to train its own network parameters, 738

e.g., ωod
n , similar to [32]. 739

• DDQN-Based Offloading: This scheme uses Double Deep 740

Q Network (DDQN) instead of Dueling DQN to decide 741

discrete variables yk,n,m[t]’s. 742

We first compare the convergence performances of 743

Algorithms 1-2 and the above-mentioned schemes in Fig. 4, 744

where each episode consists of multiple frames. Analyzing 745

Fig. 4, we can observe that Algorithm 1 reaches convergence 746

within about 40 episodes, while Algorithm 2 can reach 747

convergence within about 50 episodes. But, the average total 748

reward and sum of weighted energy consumption for each of 749

the above-mentioned baseline schemes first converge and then 750

oscillate over relatively wide ranges. Fig. 4 also shows that the 751

average total reward of our proposed schemes Algorithms 1-2 752

are larger than those of the baseline schemes, while the sums 753

of weighted energy consumptions of Algorithms 1-2 are 754

lower than those of the baseline schemes. In particular, com- 755

pared with Random Service-Caching, it is necessary to decide 756

service-caching for all SBSs based on cooperative service- 757

caching. Besides, in MBS-Based Offloading, it is unreasonable 758

to let MBS function as an agent to collect state information 759

from all users and SBSs and make computation-offloading 760

decisions for them. This is because it is challenging for 761

MBS to extract featuring information about each user or 762

SBS from too much state information. Instead, each on-grid 763

SBS bn should act as an agent to collect its own related 764

information and decide the computation-offloading policies 765

for itself and related users. Moreover, in Local Information- 766

Based Offloading, each on-grid SBS bn does not need to 767

take into account too much states and actions information 768

about on-grid SBSs in the set (B(n) \ {n}). The reason 769

for this is that when training neural network parameters to 770
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Fig. 5. Convergence performance comparisons of Algorithms 1-2 with
AC-Based Scheme, A2C-Based Scheme, and TD3-Based Scheme: (a) Average
total reward for scenarios with SUs; (b) Average total reward for scenarios
with MUs.

make computation-offloading decisions, it is also difficult for771

SBS bn to extract its relevant featuring information from too772

much collected information. Besides, compared with Single773

DDPG-Based Offloading, it is necessary to decide the discrete774

variables yk,n,m[t]’s and the continuous variables θn,k[t]’s and775

Dk,n[t]’s separately in computation-offloading and evaluate776

their values based on different reward functions. In addition,777

compared with DDQN-Based Offloading and Algorithm 2 for778

SUs, we can know that Dueling DQN can find more suitable779

yk,n,m[t]’s than DDPG and DDQN.780

Figure 5 compares the convergence performances of781

Algorithms 1-2 with some other mainstream algorithms,782

i.e., AC-Based Scheme, A2C-Based Scheme, and TD3-Based783

Scheme, which use Actor-Critic (AC), Advantage Actor784

Critic (A2C), and Twin Delayed Deep Deterministic pol-785

icy gradient (TD3), respectively, instead of DDPG to786

decide service-caching variables cn,i[T ]’s, offloading vari-787

ables Dk,n[t]’s and θn,k[t]’s, and resource-allocation vari-788

ables fn,k[t]’s. The results observed in Fig. 5 show that789

Algorithms 1-2 can achieve the best convergence perfor-790

mances for scenarios with SUs and MUs, respectively. This791

is due to the fact that AC-Based Scheme and A2C-Based792

Scheme do not incorporate the techniques of experience replay793

and target networks when training neural networks [33] [34].794

Moreover, TD3 is more suitable for dealing with complex795

optimization problems with high-dimensional state and action796

spaces, because of the utilization of a double Q-network797

and delayed updates which avoid the overfitting to the cur-798

rent policy [35]. In this paper, we simplify the considered799

complex optimization problem by first decomposing it into800

service-caching sub-problems, offloading sub-problems, and801

resource-allocation sub-problems, and then utilizing multiple802

agents to find solutions to these sub-problems through the803

cooperations. In this case, the relatively simpler method of804

DDPG is easier and more efficient to converge and find805

more effective solutions. Fig. 6 shows the convergence range806

of average total reward caused by Algorithms 1-2. Similar807

to [36], the results are obtained by running Algorithms 1-2808

with 6 different random seeds which determine system channel809

fading gains, each user’s data size and required services, etc.,810

in each time slot. The Mean and Median are the average811

and middle values of the results over the 6 random seeds,812

respectively. Besides, the shaded area shows the range between813

the maximum and minimum values of the results over all814

6 random seeds. From Fig. 6, we can observe that the815

Fig. 6. Convergence range of average total reward: (a) Average total reward
of Algorithm 1; (b) Average total reward of Algorithm 2.

Fig. 7. Performances of Algorithm 1 with and without communication
overhead considerations: (a) Sum of weighted energy consumption; (b) Com-
munication overhead.

average total reward functions of Algorithms 1-2 oscillate 816

within the constrained range while still capturing their random 817

characteristics. 818

Figure 7 shows the performances of Algorithm 1 with and 819

without communication overhead considerations, where the 820

communication overhead occurs when offloading data from 821

one SBS to another [37]. When considering communication 822

overhead, the optimization objective of the problem formulated 823

in Eq. (21) becomes: 824

min
Θ,C,Y,F,D

{
ϖ∑

t=1

(
ε

(
ζ

[∑
k∈Ω

Eu
k[t] +

∑
n∈Bg

∑
k∈Un[t]

Etr
k,n[t]

]
825

+ (1− ζ)

[ ∑
n∈Bg

∑
k∈Un[t]

∑
m∈(B(n)∩Be)

Epr
k,n,m[t]

]))
826

+ (1− ε)

( ∑
n∈Bg

∑
k∈Un[t]

∑
m∈(B(n)∩Be)

yk,n,m[t]ϑ

)}
(64) 827

where ϑ is the communication overhead when SBS bn,∀n ∈ 828

Bg, offloads user Uk’s, ∀k ∈ Un[t], task data to SBS bm,∀m ∈ 829

(B(n) ∩ Be), and ε is a weight parameter that balances the 830

sum of weighted energy consumption and the communication 831

overhead. From Fig. 7(a), we can observe that the sums of 832

weighted energy consumptions are almost the same whether 833

or not we consider the communication overhead. This is 834

because to reduce energy consumption for off-grid SBSs and 835

communication overhead among SBSs, each on-grid SBS will 836

try to process the offloading tasks of users by itself as much 837

as possible. Just as shown in Fig. 7(b), the communication 838

overhead becomes smaller and smaller as the training episode 839

increases. Also, to reduce interference among users accessing 840

different SBSs, we consider bandwidth allocations specified 841

by constraint C2 instead of subcarrier allocations developed 842

in [38] for users in each SBS. From Fig. 8, we observe that 843
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Fig. 8. Sum of weighted energy consumption of Algorithms 1-2 for
bandwidth allocations and subcarrier allocations: (a) Sum of weighted energy
consumption of Algorithm 1; (b) Sum of weighted energy consumption of
Algorithm 2.

Fig. 9. Convergence performance comparisons between Algorithm 2 and
Two-Layer Baseline: (a) Average total reward; (b) Sum of weighted energy
consumption.

Algorithms 1-2 can always achieve satisfactory convergence844

performances no matter whether we employ bandwidth alloca-845

tions or subcarrier allocations. Moreover, the sums of weighted846

energy consumptions obtained when considering bandwidth847

allocations are almost the same as those when considering848

subcarrier allocations. Therefore, by bandwidth allocations, the849

interference among different SBSs can also be significantly850

reduced.851

In Fig. 9, we compare the convergence performances852

of Algorithm 2 and a Two-Layer Baseline, which first853

decides service-caching in each frame and then decides854

computation-offloading and computation resource-allocations855

in each time slot simultaneously. Analyzing Fig. 9, we can856

observe that Algorithm 2 performs much better than857

Two-Layer Baseline. This is because in Algorithm 2858

when performing computation resource-allocations, each SBS859

has already known the computation-offloading policies of860

nearby users, while in Two-Layer Baseline SBSs need to861

decide computation-offloading and resource-allocations simul-862

taneously. Fig. 10(a) shows the average total reward of863

Algorithm 1 versus the learning rate αq (see Eq. (48)) of864

Dueling DQN, and Fig. 10(b) shows the average total reward865

of Algorithm 2 versus DDPG’s learning rate αp
an in Eq. (34).866

Analyzing Fig. 10(a), we can observe that Algorithm 1 may867

fail to converge and the average total reward is very small868

when αq takes a large value, e.g., αq = 0.1. Similarly, when869

αp
an takes a relatively large value, e.g., αp

an = 0.001, the870

average total reward caused by Algorithm 2 is also very small.871

On the contrary, when αq or αp
an takes a small value, e.g.,872

αq = 0.0001 or αp
an = 0.00001, the convergence speed of873

Algorithm 1 or Algorithm 2 becomes relatively low. Hence,874

we should choose suitable αq and αp
an, e.g., αq = 0.001 and875

αp
an = 0.0001.876

Fig. 10. Average total reward of Algorithms 1-2 versus different learning rate
parameters: (a) Average total reward of Algorithm 1 versus Dueling DQN’s
learning rate αq; (b) Average total reward of Algorithm 2 versus DDPG’s
learning rate α

p
an.

Fig. 11. Sum of weighted energy consumption versus the average distance,
e.g., denoted by du,g, between users and their nearest on-grid SBSs.

Figure 11 shows the sum of weighted energy consumption 877

of Algorithm 1 versus the average distance, e.g., denoted by 878

du,g, between users and their nearest on-grid SBSs. It can be 879

seen that the smaller du,g is, the lower the sum of weighted 880

energy consumption is. This is because the smaller du,g is, 881

the higher the uplink transmission rate Rk,n[t] from user 882

Uk to its nearest on-grid SBS bn is. Consequently, user 883

Uk consumes lower energy for data transmission. Moreover, 884

Fig. 11 also shows the sum of weighted energy consumption 885

of Algorithm 2 for scenarios with MUs. We can see that 886

the sum of weighted energy consumption of Algorithm 2 is 887

much higher than that of Algorithm 1, even if du,g takes a 888

much smaller value in Algorithm 2. The reason for this is 889

that during movement the distance between user Uk and its 890

nearest on-grid SBS in time slot t may become very large. 891

Hence, user Uk needs to consume much more energy for data 892

transmission. 893

Figure 12 plots the sum of weighted energy consumption 894

versus the density of off-grid SBSs, i.e., λe, and the density 895

of users, i.e., ρ. Analyzing Figs. 12(a) and 12(c), we can 896

observe that the sums of the weighted energy consumptions 897

of Algorithms 1-2 and the baseline schemes except for 898

Single DDPG-Based Offloading decrease as λe increases. 899

Moreover, the sums of weighted energy consumptions imposed 900

by Algorithms 1-2 are always lower than those imposed by 901

all baseline schemes whatever λe is. In addition, we can see 902

from Figs. 12(b) and 12(d) that the sum of weighted energy 903

consumption increases as ρ increases. When ρ takes small 904

values, there is no significant difference between the sums 905

of weighted energy consumptions caused by Algorithms 1-2 906

and those caused by the baseline schemes. However, when ρ 907
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Fig. 12. Sum of weighted energy consumption versus density of off–
grid SBSs, i.e., λe, and density of users, i.e., ρ: (a) Sum of weighted
energy consumption versus λe for scenarios with SUs; (b) Sum of
weighted energy consumption versus ρ for scenarios with SUs; (c) Sum
of weighted energy consumption versus λe for scenarios with MUs; (d) Sum
of weighted energy consumption versus ρ for scenarios with MUs.

Fig. 13. Task processing energy consumption of on-grid SBSs for scenarios
with MUs versus transmit power Pn of on-grid SBS bn.

takes a relatively large value, the sums of weighted energy908

consumptions caused by Algorithms 1-2 are much lower than909

those imposed by the baseline schemes.910

For scenarios with MUs, Fig. 13 plots the task processing911

energy consumption of on-grid SBSs versus on-grid SBS912

bn’s transmit power Pn, where in Only On-grid SBSs-Based913

Scheme all SBSs all powered by electric grid. From Fig. 13,914

it is evident that the energy consumption of on-grid SBSs915

imposed by Only On-grid SBSs-Based Scheme is significantly916

higher than that caused by Algorithm 2, where off-grid SBSs,917

powered by solar and RF-energy, can also help users process918

tasks. Moreover, Fig. 13 also shows that with the increase919

of Pn, the task processing energy consumption of on-grid920

SBSs imposed by Algorithm 2 decreases. This is because921

as Pn increases, off-grid SBSs can harvest more RF-energy to922

help users process tasks. Therefore, off-grid SBSs, powered by923

solar and RF-energy, can indeed help to significantly reduce924

the energy consumption of on-grid SBSs.925

Also, for scenarios with MUs, Fig. 14 shows the sum of926

weighted energy consumption versus the weight parameter927

ζ which balances the energy consumptions of users and928

Fig. 14. Sum of weighted energy consumption for scenarios with MUs versus
weight parameter ζ.

Fig. 15. Average total reward caused by Algorithm 2 under non-linear EH
and linear EH models versus transmit power Pn of on-grid SBS bn.

off-grid SBSs. It is obvious that the sum of weighted energy 929

consumption decreases as ζ increases. This is because the 930

larger ζ is, the more tasks are offloaded to SBSs for processing. 931

Hence, the energy consumption of users can be significantly 932

reduced, which then reduces the sum of weighted energy 933

consumption of users and off-grid SBSs. For example, when 934

ζ = 0.60, the average task offloading rate is 88.99%, the 935

energy consumptions of users and off-grid SBSs are 0.95 J 936

and 2.58 J, respectively, and the sum of weighted energy 937

consumption is 1.60 J. When ζ = 0.90, the above values 938

become 96.71%, 0.37 J, 2.90 J, and 0.62 J, respectively. 939

Figure 15 plots the average total reward caused by 940

Algorithm 2 under the non-linear EH and linear EH models 941

versus the transmit power Pn of on-grid SBS bn. For off-grid 942

SBS bm, we take its battery capacity Emax
m = 0.05 J. From 943

Fig. 15, we can see that the average total reward increases with 944

the increase of Pn, since users and off-grid SBSs can harvest 945

much more energy as Pn increases. Moreover, when Pn takes 946

a relatively small value, e.g., Pn = 0.01 W, the average total 947

reward obtained under the non-linear EH model is larger than 948

that obtained under the linear EH model. However, when Pn 949

takes a relatively large value, e.g., Pn = 0.025 W, the average 950

total reward obtained under the non-linear EH model is lower 951

than that obtained under the linear EH model. This is due to the 952

fact that in the linear EH model the harvested energy of user 953

Uk or off-grid SBS bm is linearly proportional to the received 954

RF power. In the non-linear EH model, although the harvested 955

energy of user Uk or off-grid SBS bm also increases as the 956

received RF power increases, it cannot exceed the maximum 957

harvested power Mk of Uk or Mm of bm. Hence, when Pn 958

increases beyond a certain value, the harvested energy under 959
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Fig. 16. Sum of weighted energy consumption for scenarios with MUs versus
computation-offloading sequence of on-grid SBSs.

the non-linear EH becomes much lower than that obtained960

under the linear EH.961

For scenarios with MUs, Fig. 16 depicts the sum962

of weighted energy consumption versus the computation-963

offloading sequence of on-grid SBSs, where the values below964

the X-axis, e.g., 0123, 3210, are the specified computation-965

offloading sequences of on-grid SBSs while random indi-966

cates the random computation-offloading sequence. Analyzing967

Fig. 16, we can see that although the sum of weighted energy968

consumption for each scheme fluctuates within a certain range,969

the fluctuation range of Algorithm 2 is relatively small.970

That is, the computation-offloading sequence of on-grid SBSs971

does not have significant effects on the performances of972

Algorithm 2.973

VI. CONCLUSION974

We proposed the cooperative service-caching, computation-975

offloading, and resource-allocations schemes for EH/MEC-976

based 6G UDNs, where a large number of EH-based977

SUs or MUs and a mixture of on-grid SBSs and off-978

grid SBSs coexist. First, under a non-linear EH model,979

we developed a two-timescale based joint cooperative service-980

caching, computation-offloading, and resource-allocations981

scheme based on HMDRL. Using HMDRL, we derived SBSs’982

cooperative service-caching policies in each frame, and then983

derived users’ and SBSs’ computation-offloading policies and984

SBSs’ computation resource-allocations policies in each time985

slot. Second, we extended our work to scenarios with MUs.986

Finally, we validated and evaluated the performances of our987

proposed schemes through the extensive simulations.988
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