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Abstract—As a new and dominating type of time-sensitive traffic over 6G wireless networks, massive ultra-reliable and low latency communications (mURLLC) has attracted considerable research attention, while raising several new challenges, including massive connectivity, ultra-low latency, super-reliability, and high energy efficiency. Several promising 6G enablers, including statistical delay and error-rate bounded QoS provisioning, cell-free (CF) massive multi-input multi-output (m-MIMO), simultaneous wireless information and power transfer (SWIPT), etc., have been developed to support mURLLC. Specifically, CF m-MIMO can significantly enhance QoS performance of SWIPT by boosting data rate and energy efficiency. On the other hand, finite blocklength coding (FBC) has been proposed to support various massive access techniques while reducing access latency and guaranteeing stringent QoS. However, how to efficiently integrate SWIPT with CF m-MIMO using FBC for statistical delay and error-rate bounded QoS to support mURLLC has posed many new challenges not encountered before. To overcome these difficulties, in this paper we develop FBC based statistical delay and error-rate bounded QoS provisioning schemes over SWIPT-enabled CF m-MIMO 6G wireless networks. First, we establish SWIPT-enabled CF m-MIMO system models using FBC. Then, we optimize the tradeoffs between effective capacity and harvested energy for our proposed statistical QoS provisioning. Finally, simulation results validate and evaluate our developed schemes.
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I. INTRODUCTION

With the growing demands for delay-sensitive 6G wire-
less multimedia services, it is critical to develop wireless network architectures in supporting new 6G massive ultra-
reliable and low-latency communications (mURLLC) [1], [2] traffic while guaranteeing various quality-of-service (QoS) requirements. However, with the exponentially increasing demand for bandwidth-intensive and delay-sensitive multimedia traffic under stringent QoS requirements, the implementation of 6G wireless networks has imposed many new challenges and research opportunities as well, including massive connectivity, bounded end-to-end delay, super-reliability, constrained power/battery supply, and radio frequency (RF) wireless power transfer [3].

Towards this end, inspired by the theories of large deviations and effective bandwidths, the statistical delay-bounded QoS theory [4]–[14] has been proposed as a promising technique to model and control the queueing behaviors of wireless fading channels, and characterize stochastic performance bounds on wireless traffic in supporting the time-sensitive wireless multimedia applications. In addition, the major design issue raised by mURLLC is how to support latency-sensitive multimedia transmissions, while guaranteeing a reliability bound over time-varying wireless channels. Along this direction, considering finite blocklength data transmissions with non-vanishing error probability, finite blocklength coding (FBC) [15] has been proposed to support various massive access techniques while reducing the access latency and guaranteeing stringent QoS requirements. The existing works have shown that the codeword blocklength can be as short as 100 channel symbols for reliable data transmission [16]. The authors of [17] have derived the goodput over additive white Gaussian noise (AWGN) channels as well as the energy-efficiency spectral-efficiency tradeoff using recent results of FBC. The authors of [18] have characterized the maximum achievable data rate over quasi-static multi-input multi-output (MIMO) based wireless fading channels in the finite blocklength regime. The authors of [19] have derived closed-form expressions for error probability/throughput and determined the minimum number of antennas to satisfy different error probability/throughput requirements for MIMO systems using FBC.

On the other hand, one of the challenges that can potentially limit the widespread deployment of mURLLC-enabled 6G wireless networks is the constrained power/battery supply of the mobile devices. To solve this problem, taking advantage of the broadcast nature of RF wave propagation, simultaneous wireless information and power transfer (SWIPT) [20]–[22], which

transfers both information and power simultaneously to mobile devices, has recently gained significant research attention since it can prolong the battery-life of energy-constrained and low-power-supported mobile devices. Unlike receivers that separate information and energy transmissions researchers have developed two main low-complexity co-located receiver structures, i.e., the power-splitting (PS) receiver and the time-switching (TS) receiver for enabling SWIPT. In the PS receiver, the power and information transfer to the co-located energy harvesting (EH) and information decoding receivers are simultaneously achieved via a set of power splitting devices. On the other hand, each transmission block is split into two orthogonal time-slots for information and energy transmissions in the TS receiver.

There have been a number of works focusing on investigating the SWIPT technique to support mMRLLC. In particular, the authors of [23] have conducted a comprehensive survey of the state-of-art techniques based on advances and open issues imposed by SWIPT. The authors of [24] have analyzed the fundamental tradeoff between transmitting energy and information over a single noisy line. In addition, ultra reliable cooperative short packet communication schemes have been investigated in [25] with wireless power transfer (WPT) to support mMRLLC. The authors of [26] have analyzed the performance of a non-orthogonal SWIPT-enabled system using FBC and derived novel analytical expressions for the end-to-end average block error probability. The authors of [27] have analyzed a WPT system with finite blocklength and finite power/battery supply under Nakagami-$m$ wireless fading channels. The authors of [28] have characterized the fundamental limits of SWIPT in terms of the information-energy capacity region in the non-asymptotic regime. The authors of [29] have investigated the rate-energy tradeoff and the decoding error probability-energy tradeoff for SWIPT systems in the finite blocklength realm.

However, one of the major bottlenecks for implementing SWIPT is the low harvested energy levels due to the inherent severe end-to-end path-loss at the receiver. Towards this end, the application of conventional co-located massive MIMO (m-MIMO) techniques can enhance the performance of SWIPT in terms of the achievable data rate and energy efficiency due to its benefits of favorable propagation, channel hardening, and aggressive spatial multiplexing gains. In addition, in distributed m-MIMO systems, service antennas are spread out over a large area, which provide with significantly higher probability of coverage than the conventional collocated m-MIMO systems, at the cost of increased backhaul network overhead. However, inter-cell interference is becoming the major bottleneck for m-MIMO systems, especially for dense mobile wireless networks. To resolve the interference issues in current cellular networks, as one of the promising 6G network architectures, cell-free massive MIMO (CF m-MIMO) [30]–[32], where geographically distributed access points (APs) coherently serve all users using the same time-frequency resources, has been proposed to support mMRLLC. One of the important features of CF m-MIMO lies in its operating regime: a very large number of single-antenna APs simultaneously and cooperatively (through a central processing unit (CPU)) serve a relatively smaller number of mobile users, performing computationally simple signal processing at the APs. Specifically, compared with traditional co-located m-MIMO systems, CF m-MIMO can leverage the benefits of macro-diversity to mitigate shadow fading more efficiently since the APs are distributed over a large geographical area. Due to the closer distance between the APs and mobile devices, integrating SWIPT with CF m-MIMO systems has a significant potential to offer substantially higher coverage probability while minimizing the throughput/energy outage probabilities as compared with co-located m-MIMO systems.

Since CF m-MIMO has been shown to be much more robust to correlated small/large-scale fading as compared with the co-located m-MIMO systems [31], the CF m-MIMO can significantly boost the performance gains of SWIPT. Although there has been substantial research on integrating SWIPT with co-located massive MIMO, only a limited number of studies have focused on investigating SWIPT-driven CF m-MIMO based system models. In particular, the performance of SWIPT-driven CF m-MIMO schemes has been characterized in [33]. The authors of [34] have shown that the achievable energy-rate trade-off of SWIPT can be significantly enhanced by employing the CF m-MIMO technique. A secure SWIPT-enabled CF m-MIMO system is presented in [35]. However, how to efficiently integrate SWIPT with CF m-MIMO architecture models while supporting mMRLLC traffic in the finite blocklength regime is still an open problem over 6G wireless networks.

To effectively overcome the above-mentioned challenges, in this paper we propose and develop statistical delay and error-rate bounded QoS provisioning schemes over SWIPT-enabled CF m-MIMO 6G wireless networks in the finite blocklength regime. In particular, we establish SWIPT-enabled CF m-MIMO based system models through employing FBC. We also quantitatively characterize the fundamental tradeoff between harvested energy and $\epsilon$-effective capacity for statistical delay and error-rate bounded QoS provisioning. Furthermore, we formulate and solve optimization problems for the tradeoff between the $\epsilon$-effective capacity and harvested energy under both TS and PS protocols by developing joint optimization algorithms in supporting 6G mMRLLC. Also conducted is a set of simulations to validate and evaluate our proposed schemes over SWIPT-enabled CF m-MIMO based 6G wireless networks.

Our main contributions in this paper are summarized as follows:

- We develop statistical delay and error-rate bounded QoS provisioning schemes over SWIPT-enabled CF m-MIMO 6G wireless networks in the finite blocklength regime.
- We establish SWIPT-enabled CF m-MIMO based system models for uplink pilot training, downlink SWIPT, and downlink data transmissions using FBC.
- We define the $\epsilon$-effective capacity-energy region under both TS and PS protocols and quantitatively characterize the fundamental tradeoff between harvested energy and $\epsilon$-effective capacity for statistical delay and error-rate bounded QoS provisioning.
- We formulate and solve the optimal $\epsilon$-effective capacity-energy tradeoff problems for SWIPT-enabled schemes.
with power allocation for statistical delay and error-rate bounded QoS provisioning under both TS and PS protocols by developing joint optimization algorithms for 6G mURLLC in finite blocklength regime.

The rest of this paper is organized as follows: Section II establishes SWIPT-enabled CF m-MIMO based system models. Section III formulates and solves the optimization problems for the tradeoff between downlink $\epsilon$-effective capacity and harvested energy. Section IV formulates and solves the joint optimization problems for the tradeoff between uplink $\epsilon$-effective capacity and harvested energy. Section V evaluates and analyzes the system performance for our proposed SWIPT-enabled CF m-MIMO schemes. The paper concludes with Section VI.

The summary of abbreviations is listed in Table I. The summary of notation is listed in Table II in Appendix A.

II. THE SYSTEM MODELS

Fig. 1 shows the system architecture model for our proposed SWIPT-enabled CF m-MIMO 6G wireless networks, where each mobile device is served by coherent joint transmissions from all APs. Assume that there are $K_s$ randomly located APs over a large area and $K_u$ mobile devices. Assume that the APs are equipped with $N_T$ antennas while each mobile user is equipped with a single antenna. All APs are connected to a CPU through backhaul links. We adopt the TS and PS receivers at the mobile devices. We assume that the system operates in a time-slotted fashion, where time is divided into frames. Each frame is divided into three main orthogonal phases, i.e., uplink pilot training, downlink SWIPT transmission, and uplink data transmission, as follows.

1) **Uplink pilot training phase**: Define $n_p$ as the number of channel uses for uplink pilot training phase. The mobile devices send pilot signals to the APs for channel estimation during the uplink pilot training phase over $n_p$ channel uses;  

2) **Downlink SWIPT phase**: By adopting the TS and PS receivers, the downlink SWIPT phase is divided into two sub-phases based on the TS factor, denoted by $\alpha$, and PS factor, denoted by $\rho$. Define $n_e$ as the number of channel uses for downlink SWIPT phase. As shown in Fig. 1, in the first downlink power transfer sub-phase, the mobile devices harvest energy from the APs over $n_{\alpha e}$ channel uses by using TS protocol. Each mobile device performs as a pure EH receiver and harvests energy from the APs. In the second downlink information transfer sub-phase, the remaining $(1 - \alpha)n_e$ channel uses are allocated for simultaneous downlink information transfer by using PS protocol with the PS factor $\rho$.

3) **Uplink data transmission phase**: Define $n_d$ as the number of channel uses for the uplink data transmission from the mobile devices to the APs. During the uplink data transmission phase, each mobile device transmits the finite-blocklength data to the APs using the energy harvested in the previous downlink SWIPT phase.

A. Uplink Pilot Training

We can derive the channel’s impulse response vector, denoted by $h_{k,m} \in \mathbb{C}^{N_T \times 1}$, from mobile device $m$ ($m = 1, \ldots, K_u$) to AP $k$ ($k = 1, \ldots, K_s$) as follows:

$$h_{k,m} = \sqrt{\beta_{k,m}}g_{k,m}$$

(1)

where $\beta_{k,m}$ denotes the large-scale fading coefficient from mobile device $m$ to AP $k$ and $g_{k,m} \sim \mathcal{C}N(0, I_{N_T})$ represents the small-scale Rayleigh fading vector from mobile device $m$ to AP $k$, where $I_{N_T}$ is the identity matrix of size $N_T$. Define the pilot training sequence transmitted from mobile device $m$ as $\phi_{m}^{n_p} = [\phi_{m}^{(1)}, \ldots, \phi_{m}^{(n_p)}] \in \mathbb{C}^{1 \times n_p}$ and $\|\phi_{m}^{n_p}\|^2 = 1$, where $\|\cdot\|$ represents the Euclidean norm of a vector. During the uplink pilot training phase, we can derive the received signal matrix, denoted by $Y_{k}^{n_p} \in \mathbb{C}^{N_T \times n_p}$ at AP $k$ for transmitting $n_p$ pilot

---

**TABLE I**

**SUMMARY OF ABBREVIATIONS**

<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>mURLLC</td>
<td>massive ultra-reliable and low-latency communications</td>
</tr>
<tr>
<td>QoS</td>
<td>quality-of-service</td>
</tr>
<tr>
<td>CF</td>
<td>cell-free</td>
</tr>
<tr>
<td>m-MIMO</td>
<td>massive multi-input multi-output</td>
</tr>
<tr>
<td>SWIPT</td>
<td>simultaneous wireless information and power transfer</td>
</tr>
<tr>
<td>PBC</td>
<td>finite blocklength coding</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>PS</td>
<td>power splitting</td>
</tr>
<tr>
<td>TS</td>
<td>time-switching</td>
</tr>
<tr>
<td>EH</td>
<td>energy harvesting</td>
</tr>
<tr>
<td>WPT</td>
<td>wireless power transfer</td>
</tr>
<tr>
<td>APs</td>
<td>access points</td>
</tr>
<tr>
<td>CPU</td>
<td>central processing unit</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean-squared error</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>LDP</td>
<td>large deviation principle</td>
</tr>
<tr>
<td>RE</td>
<td>rate-energy</td>
</tr>
<tr>
<td>SCA</td>
<td>successive convex approximation</td>
</tr>
</tbody>
</table>

---
data blocks from $K_u$ mobile devices as follows:

$$Y_{k}^{np} = \sum_{m=1}^{K_u} \sqrt{n_p P_p} h_{k,m} \phi_{m}^{np} + W_{p,k} \tag{2}$$

where $P_p$ is the uplink pilot transmit power at the mobile devices and $W_{p,k} \in C^{N_r \times n_p}$ is the AWGN matrix with zero mean and covariance $I_{N_r}$. Then, by projecting the received signal $Y_{k}^{np}$ onto $\phi_{m}^{np}$, we can obtain the following equation:

$$\tilde{y}_{k}^{n} = Y_{k}^{np} (\phi_{m}^{np})^{H} = \sqrt{n_p P_p} h_{k,m} + \sum_{m'=1}^{K_u} \sqrt{n_p P_p} h_{k,m'} (\phi_{m}^{np})^{H} \phi_{m'}^{np} + \tilde{w}_{p,k} \tag{3}$$

where $(\cdot)^{H}$ is the conjugate-transpose of a matrix and $\tilde{w}_{p,k} \triangleq W_{p,k} (\phi_{m}^{np})^{H}$ is an independent and identically distributed (i.i.d.) Gaussian vector with zero mean and covariance $I_{N_r}$. Define $R_{h_{k,m}} \triangleq E[h_{k,m}\phi_{m}^{np}]$ as the covariance matrix of $h_{k,m}$, where $E[\cdot]$ is the expectation operation. Applying the minimum mean-squared error (MMSE) estimator of $h_{k,m}$ based on the observation of $\tilde{y}_{k}^{n}$, we can obtain the estimated channel’s impulse response matrix, denoted by $\hat{h}_{k,m}$, between AP $k$ and mobile user $m$ as follows:

$$\hat{h}_{k,m} = E[h_{k,m} | \tilde{y}_{k}^{n}] = \begin{bmatrix} R_{h_{k,m}} & \tilde{y}_{k}^{n} \\ \tilde{y}_{k}^{n} & \tilde{E}[\tilde{y}_{k}^{n}] \end{bmatrix}^{-1} \begin{bmatrix} \tilde{y}_{k}^{n} - \tilde{E}[\tilde{y}_{k}^{n}] \end{bmatrix} + \tilde{E}[h_{k,m}] \tag{4}$$

where $R_{h_{k,m}}, \tilde{y}_{k}^{n}$, and $\tilde{E}[\tilde{y}_{k}^{n}]$ represent the covariance matrices given as follows:

$$\begin{align*}
R_{h_{k,m}} &= E[h_{k,m} \phi_{m}^{np}] = \sqrt{n_p P_p} R_{h_{k,m}}; \\
\tilde{y}_{k}^{n} &= E[\tilde{y}_{k}^{n}] = \sqrt{n_p P_p} R_{h_{k,m}} + I_{N_r}.
\end{align*} \tag{5}$$

Since $E[\tilde{y}_{k}^{n}]$ and $E[h_{k,m}]$ are equal to zero, we have

$$\hat{h}_{k,m} = \sqrt{n_p P_p} R_{h_{k,m}} \left( \sqrt{n_p P_p} R_{h_{k,m}} + I_{N_r} \right)^{-1} \tilde{y}_{k}^{n}. \tag{6}$$

### B. Downlink Energy Harvesting Model in the Finite Blocklength Regime

We can derive the harvested energies, denoted by $E_{m}^{TS}$ and $E_{m}^{PS}$, for TS and PS receivers at mobile device $m$, respectively, during the downlink SWIPT phase as follows:

$$\begin{align*}
E_{m}^{TS} &= \alpha n_d T_s P_d \zeta \sum_{k=1}^{K_u} \sum_{m'=1}^{K_u} \sqrt{\eta_{k,m'}} (\hat{h}_{k,m'})^{H} h_{k,m}; \\
E_{m}^{PS} &= n_d T_s P_d \rho \zeta \sum_{k=1}^{K_u} \sum_{m'=1}^{K_u} \sqrt{\eta_{k,m'}} (\hat{h}_{k,m'})^{H} h_{k,m},
\end{align*} \tag{7}$$

where $\zeta \in (0,1)$ is the energy conversion efficiency, $T_s$ is the duration of each channel use, and $P_d$ is the power for downlink transmission at the APs. Observing from Eq. (7), in addition to the channel gain, the amount of harvested energy depends on the PS and TS factors $\rho$ and $\alpha$. Then, we can derive the total harvested energy, denoted by $E_{m}$, for the joint TS-PS protocol at mobile device $m$ during the downlink SWIPT phase as follows:

$$E_{m} = E_{m}^{TS} + (1 - \alpha) E_{m}^{PS}. \tag{8}$$

The charging state of battery denoted by $B_{m}$, at mobile device $m$ before the next uplink information transmission phase is given by

$$B_{m} = \min \{ B_{\max}, E_{m} \} \tag{9}$$

where $B_{\max}$ is the pre-defined maximum storable energy at the mobile device. Then, the remaining energy, denoted by $E_{r,m}$, at mobile device $m$ for the next uplink data transmission phase is derived as follows:

$$E_{r,m} = B_{m} - (1 - \alpha) n_d T_s P_c \tag{10}$$

where $P_c$ is the circuit and baseband processing power consumption. Without loss of generality, we assume that $P_c$ is a constant. If the harvested energy during the downlink SWIPT phase is insufficient for the next uplink data transmission, there will be an outage, resulting in data transmission failure. Otherwise, all the remaining energy will be used for data transmissions in the next phase.

### C. Downlink Data Transmission in the Finite Blocklength Regime

1) Wireless Downlink Data Transmission Model: Denote by $\tilde{n}_d = (1 - \alpha) n_d$ the downlink data blocklength during the downlink information transfer sub-phase. We define the transmit signal matrix as $X_{k}^{n} \triangleq [x_{k}^{(1)}, \ldots, x_{k}^{(n)}]$ at AP $k$ for transmitting $\tilde{n}_d$ data blocks where $x_{k}^{(l)}$ ($l = 1, \ldots, \tilde{n}_d$) is the transmit signal vector for the $l$th data block. Define receive signal vector as $y_{d,m}^{(l)} \triangleq [y_{d,m}^{(1)}, \ldots, y_{d,m}^{(\tilde{n}_d)}]$ at mobile device $m$. Based on the MMSE estimator $\hat{h}_{k,m}$, we can derive the transmitted signal with length $\tilde{n}_d$ at AP $k$ by employing conjugate beamforming [31] as follows:

$$X_{k}^{\tilde{n}_d} = \sqrt{(1 - \rho) P_d} \sum_{m=1}^{K_u} \sqrt{\eta_{k,m}} b_{k,m} s_{m}^{\tilde{n}_d} \tag{11}$$

where $s_{n}^{\tilde{n}_d}$ represents the transmitted signal vector for mobile device $m$, $b_{k,m} \in C^{N_r \times 1}$ is the precoder vector that AP $k$ assigns to mobile users $m$, which is given as follows:

$$b_{k,m} = \frac{\hat{h}_{k,m}}{\sqrt{E[\|\hat{h}_{k,m}\|^2]}} \tag{12}$$

and $\eta_{k,m}$ is the downlink power allocation coefficient for transmitting from AP $k$ to mobile device $m$, which is chosen to satisfy the following power constraint at each AP:

$$\sum_{m=1}^{K_u} \eta_{k,m} \nu_{k,m} \leq 1 \tag{13}$$

where

$$\nu_{k,m} = \frac{1}{\sqrt{E[\|\hat{h}_{k,m}\|^2]}}. \tag{14}$$
Then, we can derive the received downlink signal, denoted by $\hat{y}_{d,m}^\alpha$, at the $m$th mobile device as follows:

$$\hat{y}_{d,m}^\alpha = \sum_{k=1}^{K} (h_{k,m})^H X_k^\alpha + w_{d,m}^\alpha$$

$$= \sqrt{(1-\rho)} P_d \sum_{k=1}^{K_s} \sqrt{\eta_k m} (h_{k,m})^H h_{k,m} s_{m}^\alpha + \sqrt{(1-\rho)} P_d$$

$$\times \sum_{k=1}^{K_s} \left\{ \sum_{m'=1}^{K_s} \sqrt{\eta_k m'} (h_{k,m'})^H b_{k,m'} \right\} + w_{d,m}^\alpha$$

(15)

where $s_{m}^\alpha$ and $s_{m'}^\alpha$ are the signals sent to mobile device $m$ and mobile device $m'$, respectively; $\eta_k m$ and $\eta_k m'$ are the downlink power allocation coefficients for transmitting from AP $k$ to mobile device $m$ and mobile device $m'$, respectively; and $w_{d,m}^\alpha$ is the AWGN with zero mean and unit variance at mobile device $m$. Correspondingly, we can derive the downlink signal-to-noise ratio (SNR), denoted by $\gamma_{d,m}$, at mobile device $m$ as follows:

$$\gamma_{d,m} = (1-\rho) P_d \left| \sum_{k=1}^{K_s} \sqrt{\eta_k m} (h_{k,m})^H b_{k,m} \right|^2$$

$$\times \left\{ (1-\rho) P_d \sum_{m'=1}^{K_s} \left| \sum_{k=1}^{K_s} \sqrt{\eta_k m'} (h_{k,m'})^H b_{k,m'} \right|^2 \right\}^{-1} - (1-\rho) P_d \left| \sum_{k=1}^{K_s} \sqrt{\eta_k m} (h_{k,m})^H b_{k,m} \right|^2 + 1 \right\}^{-1}.$$  

(16)

Note that the SNR function given in Eq. (16) can be used to investigate the system performance for both TS and PS protocols. By setting $\alpha \neq 0$ and $\rho = 0$, we can derive the SNR function for the TS protocol. On the other hand, setting $\alpha = 0$ and $\rho \neq 0$, we can derive the SNR function for the PS protocol. When $\alpha \neq 0$ and $\rho \neq 0$, Eq. (16) can be used to characterize the SNR for a joint TS-PS protocol.

2) Channel Coding Rate in the Finite Blocklength Regime:

We define a message set $\mathcal{M} = \{1, \ldots, M\}$ and a message $\omega$ is uniformly distributed on $\mathcal{M}$, where $\mathcal{M}$ is the number of codewords. Denote by $\epsilon_{d,m}$ is the downlink decoding error probability for mobile device $m$. Correspondingly, we define an $(\bar{n}_d, \bar{M}, \epsilon_{d,m})$-code as follows:

- An encoder $\mathcal{E}: \{1, \ldots, M\} \rightarrow \mathcal{C}_d^{\bar{n}_d}$ that maps the message $\omega \in \{1, \ldots, M\}$ into a codeword with length $\bar{n}_d$.
- A decoder $\mathcal{D}: \mathcal{C}_d^{\bar{n}_d} \rightarrow \{1, \ldots, M\}$ that decodes the received message into $\hat{\omega}$, where $\hat{\omega}$ denotes the estimated received signal at the receiver. The decoder $\mathcal{D}$ need to satisfy the following maximum error probability constraint:

$$\Pr \{ \hat{\omega} \neq \omega \} \leq \epsilon_{d,m}.$$  

(17)

Traditionally, Shannon’s second theorem generally requires infinite blocklength for attaining the maximum achievable data transmission rate. However, as noted above, with limited bandwidth and stringent delay-bounded QoS constraints in supporting mURLLC services, Shannon’s capacity formula cannot be applied for our proposed SWIPT-enabled CF m-MIMO based 6G wireless networks. Towards this end, we can derive the accurate approximation of the maximum achievable downlink coding rate, denoted by $R_{d,m}$, in bits per channel use with decoding error probability $\epsilon_{d,m}$ ($0 \leq \epsilon_{d,m} < 1$) and coding blocklength $(1-\alpha)\bar{n}_d$ for mobile device $m$ in the finite blocklength regime as follows [16]:

$$R_{d,m} \approx C(\gamma_{d,m}) = \sqrt{\frac{\gamma_{d,m}}{(1-\alpha)\bar{n}_d}} - Q^{-1}(\epsilon_{d,m})$$

(18)

where $Q^{-1}(\cdot)$ is the inverse of $Q$-function, $\gamma_{d,m}$ represents the SNR at mobile device $m$, and $C(\gamma_{d,m})$ and $Q(\gamma_{d,m})$ are the downlink channel capacity and channel dispersion, respectively, at mobile device $m$, which are given in the following equations:

$$C(\gamma_{d,m}) = \log_2 (1+\gamma_{d,m}) ;$$

$$Q(\gamma_{d,m}) = 1 - \frac{1}{(1+\gamma_{d,m})^2}.$$  

(19)

III. DOWNLINK $\epsilon$-EFFECTIVE CAPACITY AND HARVESTED ENERGY TRADEOFF OPTIMIZATION FOR STATISTICAL DELAY/E RATE BOUNDED QoS USING FBC

Statistical delay-bounded QoS guarantees [36], [37] have been extensively studied for analyzing queuing behavior for time-varying arrival and service processes. Based on the large deviation principle (LDP), under sufficient conditions, the queue length process, denoted by $Q_m(t)$, converges in distribution to a random variable $Q_m(\infty)$ such that [6]

$$- \lim_{Q_n \rightarrow \infty} \frac{\log (\Pr \{ Q_m(\infty) > Q_n \})}{Q_n} = \theta_m,$$  

(20)

where $\theta_m > 0$ is defined as the QoS exponent for mobile device $m$ and plays a critically important role for statistical delay-bounded QoS provisioning. Eq. (20) states that the probability of the queue length exceeding a certain threshold $Q_n$ decays exponentially fast as the threshold $Q_n$ increases. However, the traditional effective capacity theory measures queueing process based on the Shannon’s second theorem, which requires infinite blocklength without considering the decoding error at the receiver. For our proposed SWIPT-enabled CF m-MIMO based schemes, we apply the FBC technique which considers both delay and error-rate bounded QoS requirements. As a result, we introduce a new concept of $\epsilon$-effective capacity in supporting mURLLC with non-vanishing error probability. We define the downlink $\epsilon$-effective capacity, denoted by $EC_{d,m}(\theta_m)$, in the finite blocklength for statistical delay and error-rate bounded QoS provisioning as follows:

$$EC_{d,m}(\theta_m) \triangleq - \frac{1}{\theta_m} \log \left\{ \mathbb{E}_{\gamma_{d,m}} \left[ \epsilon_{d,m} + (1-\epsilon_{d,m}) \right] \right\} \times e^{-\theta_m(1-\alpha)\bar{n}_d R_{d,m}}.$$  

(21)
where $E_{\gamma_{d,m}}[\cdot]$ is the expectation with respect to the SNR $\gamma_{d,m}$ and $R_{d,m}$ is the downlink data transmission rate at mobile device $m$, which is specified by Eq. (18). Note that similar to the SNR in Eq. (16), we can derive the downlink $\epsilon$-effective capacity, denoted by $EC_{d,m}^{TS}(\theta_m)$, for the TS receiver at mobile device $m$ by setting $\alpha \neq 0$ and $\rho = 0$ in the above Eq. (21). On the other hand, setting $\alpha = 0$ and $\rho \neq 0$ in the above Eq. (21), we can derive the downlink $\epsilon$-effective capacity, denoted by $EC_{d,m}^{PS}(\theta_m)$, for the PS receiver at mobile device $m$. When $\alpha \neq 0$ and $\rho \neq 0$, we can derive the downlink $\epsilon$-effective capacity, denoted by $EC_{d,m}^{TS-PS}(\theta_m)$, a joint TS-PS protocol at mobile device $m$.

### A. TS Protocol

Previous works have shown the optimal transmission strategies for the maximum power transfer and information transfer are in general different [38], [39]. The rate-energy (R-E) tradeoff is a very effective way to fundamentally characterize the performance of SWIPT-enabled schemes. Towards this end, the R-E tradeoff has been extensively studied in the previous literatures considering infinite blocklength using Shannon’s second theorem. For our proposed SWIPT-enabled CF m-MIMO based schemes, we apply the FBC technique and characterize the downlink $\epsilon$-effective capacity-energy tradeoff for statistical delay and error-rate bounded QoS provisioning in supporting mURLLC with non-vanishing decoding error probability. There have been a number of works focusing on investigating the rate-energy tradeoff curves for implementing SWIPT technique in the finite blocklength regime to support mURLLC. In particular, the authors of [28] have characterized the fundamental limits of SWIPT in terms of the information-energy capacity region in the non-asymptotic regime. The authors of [29] have investigated the rate-energy tradeoff and the decoding error probability-energy tradeoff for SWIPT systems in the finite blocklength realm. However, the previous research works have not analyzed the information-energy tradeoff by taking into account the statistical delay and error-rate QoS provisioning, which is an important issue for supporting the mURLLC services. Therefore, we focus on investigating the optimal $\epsilon$-effective capacity-energy tradeoff problems for SWIPT-enabled schemes for statistical delay and error-rate bounded QoS provisioning to support mURLLC with non-vanishing decoding error probability. Considering the case of no power adaptation, Fig. 2 plots the downlink $\epsilon$-effective capacity-energy region for both TS and PS receivers compared with the ideal receiver, which is assumed to be able to decode information and harvest energy from the same signal simultaneously [40], [41]. As shown in Fig. 2, the downlink $\epsilon$-effective capacity-energy region for TS and PS receivers is a concave-shape region. We can observe from Fig. 2 that a PS receiver outperforms a TS receiver in terms of the downlink $\epsilon$-effective capacity-energy tradeoff.

In this paper, we focus on investigating the optimal $\epsilon$-effective capacity-energy tradeoff problems for SWIPT-enabled schemes with power allocation. Thus, taking into account both TS factor and power allocation coefficient, we define the downlink $\epsilon$-effective capacity-energy region, denoted by $EC_{d,m}^{TS-PS}(\theta_m)$ under TS protocol for statistical delay and error-rate bounded QoS provisioning in the finite blocklength as follows:

$$
EC_{d,m}^{TS-PS}(\theta_m) \triangleq \bigcup_{0 \leq n \leq 1} \left\{ \left( EC_{d,m}^{TS}(\theta_m), E_m^{TS} \right) : EC_{d,m}^{TS}(\theta_m) \leq -\frac{1}{\theta_m} \right\} \times \log \left\{ E_{\gamma_{d,m}}(\epsilon_{d,m} + (1 - \epsilon_{d,m}) e^{-\theta_m(1-\alpha)nT_sR_{d,m}}) \right\},
$$

$$
E_m^{TS} \leq \alpha nT_sP_dC \sum_{k=1}^{K} \sum_{m=1}^{M} \sqrt{\eta_{k,m}} (\hat{h}_{k,m})^H h_{k,m}.
$$

Since the optimal tradeoff between the maximum downlink $\epsilon$-effective capacity and harvested energy is characterized by the boundary of the downlink $\epsilon$-effective capacity-energy region, it is important to characterize all the boundary pairs of downlink $\epsilon$-effective capacity and harvested energy. We can formulate the following optimization problem for our proposed SWIPT-enabled CF m-MIMO based schemes to obtain the boundaries of downlink $\epsilon$-effective capacity-energy region under TS protocol in the finite blocklength regime:

$$
P_1: \arg \max_{\{\alpha,n_k,\eta_{k,m},\epsilon_m,k\}} \left\{ \sum_{m=1}^{M} EC_{d,m}^{TS}(\theta_m) \right\} \quad \text{s.t.} \quad C1: E_m^{TS} \geq \bar{E}_{min};
$$

$$
C2: \sum_{m=1}^{M} \eta_{k,m} \mu_{k,m} \leq 1;
$$

$$
C3: 0 < \alpha < 1,
$$

where $\bar{E}_{min}$ is the minimum required harvested energy. Then, we can convert $P_1$ into the following equivalent minimization problem:

$$
P_2: \arg \min_{\{\alpha,n_k,\eta_{k,m},\epsilon_m,k\}} \left\{ \sum_{m=1}^{M} E_{\gamma_{d,m}}(\epsilon_{d,m} + (1 - \epsilon_{d,m}) e^{-\theta_m - (1 - \alpha)nT_sR_{d,m}}) \right\} \times (1 - \alpha)nT_sR_{d,m} \right\}
$$

\[ (27) \]
subject to the same constraints C1, C2, and C3 given by Eqs. (24), (25), and (26), respectively. The optimization problem \( \mathbf{P}_2 \) given by Eq. (27) is challenging in terms of finding the global optimal solution due to highly-coupling among variables. To overcome such issue, an alternative optimization technique can be developed in an efficient manner where an improved solution is obtained at each step of iteration with guaranteed convergence by applying the successive convex approximation (SCA) techniques. By using the SCA techniques, we do not need to characterize the joint convexity across all variables, and instead, we can only characterize the convexity for each given individual variable when fixing the other variables in our proposed optimization problems to make the complexity-analysis problem feasible. Therefore, to solve the optimization problem \( \mathbf{P}_2 \) specified by Eq. (27), we characterize the convexity of the objective function in \( \mathbf{P}_2 \) as detailed in the following theorem.

**Theorem 1:** If the harvested energy \( E_{\text{HS}} \) is characterized by Eq. (7), then the following claims hold for our proposed SWITP-enabled CF m-MIMO based schemes in supporting statistical delay and error-rate bounded QoS provisioning under TS protocol in the finite blocklength regime.

**Claim 1.** Given fixed downlink power allocation coefficient \( \eta_{K,m} \) and downlink data blocklength \( n_d \), the objective function in \( \mathbf{P}_2 \) is convex in \( \gamma \) when \( \epsilon_{d,m} (0, 0.5) \) and \( n_d > n_{d,\text{th}} \), where

\[
\gamma_{d,m} = \frac{1}{1 - \alpha} \left[ C(\gamma_{d,m}) - \frac{Q^{-1}(\epsilon_{d,m})}{Q(\gamma_{d,m})} \right]^2.
\]

**Claim 2.** Given fixed TS factor \( \alpha \) and downlink power allocation coefficient \( \eta_{K,m} \), the objective function in \( \mathbf{P}_2 \) is convex in \( n_d \) when \( \epsilon_{d,m} (0, 0.5) \).

**Claim 3.** Given fixed TS factor \( \alpha \) and downlink data blocklength \( n_d \), the objective function in \( \mathbf{P}_2 \) is convex in \( \eta_{K,m} \) when \( \epsilon_{d,m} (0, 0.5) \).

**Proof:** We proceed with the proof by showing Claim 1, Claim 2, and Claim 3, respectively.

**Claim 1.** To characterize the convexity of the objective function in \( \mathbf{P}_2 \) given by Eq. (27) with respect to the TS factor \( \alpha \), first we define two auxiliary functions as follows:

\[
\begin{align*}
F(\gamma_{d,m}) & \triangleq E_{\gamma_{d,m}} \left[ \epsilon_{d,m} + (1 - \epsilon_{d,m}) e^{-\theta_m (1 - \alpha) n_d T_s R_{d,m}} \right]; \\
F_1(\gamma_{d,m}) & \triangleq (1 - \alpha) R_{d,m}; \\
& \quad = (1 - \alpha) C(\gamma_{d,m}) \frac{\sqrt{1 - \alpha} V(\gamma_{d,m})}{n_d} Q^{-1}(\epsilon_{d,m}).
\end{align*}
\]

Thus, we have

\[
F(\gamma_{d,m}) = E_{\gamma_{d,m}} \left[ \epsilon_{d,m} + (1 - \epsilon_{d,m}) e^{-\theta_m n_d T_s R_{d,m}, F_1(\gamma_{d,m})} \right].
\]

Second, we can derive the first-order derivative of the auxiliary function \( F(\gamma_{d,m}) \) with respect to the TS factor \( \alpha \) as in the following equation:

\[
\frac{\partial F(\gamma_{d,m})}{\partial \alpha} = \frac{\partial F(\gamma_{d,m})}{\partial F_1(\gamma_{d,m})} \frac{\partial F_1(\gamma_{d,m})}{\partial \alpha}.
\]

where

\[
\frac{\partial F(\gamma_{d,m})}{\partial F_1(\gamma_{d,m})} = E_{\gamma_{d,m}} \left[ - (1 - \epsilon_{d,m}) e^{-\theta_m (1 - \alpha) n_d T_s R_{d,m} \theta_m n_d T_s} \right] < 0
\]

and

\[
\frac{\partial F_1(\gamma_{d,m})}{\partial \alpha} = -C(\gamma_{d,m}) + \frac{\sqrt{V(\gamma_{d,m})} Q^{-1}(\epsilon_{d,m}) (1 - \alpha)^{-2} n_d}{2}.
\]

Third, using chain rule, we derive the second-order derivative of \( F(\gamma_{d,m}) \) with respect to the TS factor \( \alpha \) as follows:

\[
\frac{\partial^2 F(\gamma_{d,m})}{\partial \alpha^2} = \frac{\partial^2 F(\gamma_{d,m})}{\partial [F_1(\gamma_{d,m})]^2} \frac{\partial [F_1(\gamma_{d,m})]}{\partial \alpha} + \frac{\partial F(\gamma_{d,m})}{\partial F_1(\gamma_{d,m})} \frac{\partial^2 F_1(\gamma_{d,m})}{\partial \alpha^2}
\]

where

\[
\frac{\partial^2 F(\gamma_{d,m})}{\partial [F_1(\gamma_{d,m})]^2} = E_{\gamma_{d,m}} \left[ (1 - \epsilon_{d,m}) e^{-\theta_m (1 - \alpha) n_d T_s R_{d,m}} \times (\theta_m n_d T_s)^2 \right] > 0
\]

and

\[
\frac{\partial^2 F_1(\gamma_{d,m})}{\partial \alpha^2} = \frac{\sqrt{V(\gamma_{d,m})} Q^{-1}(\epsilon_{d,m}) (1 - \alpha)^{-2} n_d}{4}.
\]

Since when \( Q^{-1}(\epsilon_{d,m}) > 0 \) for \( \epsilon_{d,m} (0, 0.5) \) we can obtain \( \frac{\partial^2 F_1(\gamma_{d,m})}{\partial \alpha^2} > 0 \). The proof for showing \( \frac{\partial^2 F(\gamma_{d,m})}{\partial \alpha^2} > 0 \) when \( \epsilon_{d,m} (0, 0.5) \) and \( n_d > n_{d,\text{th}} \) is given in Appendix B. Therefore, the objective function in \( \mathbf{P}_2 \) specified by Eq. (27) is convex with respect to the TS factor \( \alpha \) when \( \epsilon_{d,m} (0, 0.5) \) and the constraint \( n_d > n_{d,\text{th}} \) is satisfied, which completes the proof of Claim 1 in Theorem 1.

**Claim 2.** To characterize the convexity of the objective function in \( \mathbf{P}_2 \) given by Eq. (27) with respect to the downlink data blocklength \( n_d \), first we define the auxiliary function, denoted by \( F_2(\gamma_{d,m}) \), as follows:

\[
F_2(\gamma_{d,m}) \triangleq n_d R_{d,m} = n_d C(\gamma_{d,m}) - \sqrt{\frac{n_d V(\gamma_{d,m})}{1 - \alpha}} Q^{-1}(\epsilon_{d,m}).
\]

Second, we derive the first-order derivative of the auxiliary function \( F(\gamma_{d,m}) \) with respect to the downlink data blocklength \( n_d \) as follows:

\[
\frac{\partial F(\gamma_{d,m})}{\partial n_d} = \frac{\partial F(\gamma_{d,m})}{\partial F_2(\gamma_{d,m})} \frac{\partial F_2(\gamma_{d,m})}{\partial n_d}
\]

where

\[
\frac{\partial F(\gamma_{d,m})}{\partial F_2(\gamma_{d,m})} = E_{\gamma_{d,m}} \left[ - (1 - \epsilon_{d,m}) e^{-\theta_m (1 - \alpha) n_d T_s R_{d,m} \theta_m n_d T_s} \right] < 0
\]
and
\[
\frac{\partial F_2(\gamma_{d,m})}{\partial n_d} = C(\gamma_{d,m}) - \sqrt{\frac{V(\gamma_{d,m})}{1 - \alpha}} \frac{Q^{-1}(\epsilon_{d,m})}{2} (n_d)^{-\frac{3}{2}}.
\] (40)

Third, using chain rule, we derive the second-order derivative of \(F(\gamma_{d,m})\) with respect to \(\eta_d\) as follows:
\[
\frac{\partial^2 F(\gamma_{d,m})}{\partial (\eta_d)^2} = \frac{\partial^2 F(\gamma_{d,m})}{\partial [F_2(\gamma_{d,m})]^2} \left[ \frac{\partial F_2(\gamma_{d,m})}{\partial \eta_d} \right]^2 + \frac{\partial F(\gamma_{d,m})}{\partial F_2(\gamma_{d,m})} \times \frac{\partial^2 F_2(\gamma_{d,m})}{\partial (\eta_d)^2}
\] (41)
where
\[
\frac{\partial^2 F(\gamma_{d,m})}{\partial [F_2(\gamma_{d,m})]^2} = \mathbb{E}_{\gamma_{d,m}} \left[ (1 - \epsilon_{d,m}) e^{-\theta_m(1-h)\eta_d T_sR_{k,m}} \right] > 0
\] (42)
and
\[
\frac{\partial^2 F_2(\gamma_{d,m})}{\partial (\eta_d)^2} = -\sqrt{\frac{V(\gamma_{d,m})}{1 - \alpha}} \frac{Q^{-1}(\epsilon_{d,m})}{2} (n_d)^{-\frac{3}{2}}.
\] (43)

Since when \(Q^{-1}(\epsilon_{d,m}) > 0\) for \(\epsilon_{d,m} \in (0, 0.5)\), we can obtain \(\partial^2 F_2(\gamma_{d,m})/\partial (\eta_d)^2 > 0\), implying that the objective function in \(P_2\) specified by Eq. (27) is convex with respect to the downlink data blocklength \(n_d\) when \(\epsilon_{d,m} \in (0, 0.5)\), which completes the proof of Claim 2 in Theorem 1.

**Claim 3.** Similar to the proof of Claim 2, we can easily show that the second-order derivative \(\partial^2 F(\gamma_{d,m})/\partial (\eta_d)^2 > 0\), implying that the objective function in \(P_2\) specified by Eq. (27) is convex with respect to the downlink power allocation coefficient \(\eta_{k,m}\) when \(\epsilon_{d,m} \in (0, 0.5)\). Thus, we complete the proof of Claim 3 in Theorem 1.

**Remarks on Theorem 1:** Theorem 1 implies that there exists a local optimal solution to the minimization problem \(P_2\) given by Eq. (27) when the other two variables are fixed. Therefore, the minimization problem \(P_2\) can be efficiently solved by applying the SCA techniques with an iterative search method. In particular, we start with the initialized values of the TS factor, denoted by \(\alpha(0)\), downlink data blocklength, denoted by \(n_d^{(0)}\), and downlink power allocation coefficient, denoted by \(\eta_{k,m}^{(0)}\). In Step 1, we formulate a local problem aiming at minimizing the objective function in \(P_2\) given by Eq. (27) over \(n_d\). We solve this local minimization problem and determine the optimal downlink data blocklength, denoted by \(n_d^{\text{opt}}\), to \(P_2\). In Step 2, based on \(n_d^{\text{opt}}\), we repeat the same process for new local problem to minimize the objective function in \(P_2\) given by Eq. (27) over the TS factor \(\alpha\). In Step 3, based on \(n_d^{\text{opt}}\) and \(\alpha\) derived in the previous Step 1 and Step 2, we repeat the same process to solve the local problem to minimize the objective function in \(P_2\) over \(\eta_{k,m}\). We repeat Step 1–Step 3 until the solution converges. We define \(n_d^{(\ell)}\), \(\alpha^{(\ell)}\), and \(\eta_{k,m}^{(\ell)}\) as the downlink blocklength, TS factor, and downlink power allocation coefficient in the \(\ell\)th iteration \((\ell = 0, 1, 2, \ldots)\), respectively. We develop an iterative algorithm as shown in Algorithm 1 to solve the optimization problem \(P_2\) for our proposed SWIPT-enabled CF M-MIMO based schemes under TS protocol in the finite blocklength regime. To analyze the convergence of the above Algorithm 1, it is easy to show that the optimal value of each local problem is definitely not lower than the optimal value of the original problem given by Eq. (27). According to [33], the convergence of Algorithm 1 is therefore guaranteed, i.e., at least a local optimal solution can be achieved. Note that according to Theorem 1, the objective function in \(P_2\) is smooth and differentiable in \(\{\alpha, n_d, \eta_{k,m}\}\) in the feasible set, and the objective function in \(P_2\) is convex in \(\alpha, n_d, \eta_{k,m}\), respectively, when the other two variables are fixed. Therefore, it is easy to show that the local optimal solution is unique, thus, it is also the global optimal solution.

**B. PS Protocol**

Considering the PS protocol, we define the downlink \(\epsilon\)-effective capacity-energy region, denoted by \(C_{EC_{d,m}^{PS}}{e_{m}}\), as follows:
\[
C_{EC_{d,m}^{PS}}{e_{m}} \triangleq \bigcup_{0 \leq n_d \leq 1, 0 \leq p \leq 1} \left\{ EC_{d,m}^{PS}(E_{m}) : EC_{d,m}^{PS} \leq \frac{1}{\theta_m} \log \mathbb{E}_{\gamma_{d,m}} \left[ \epsilon_{d,m} + (1 - \epsilon_{d,m}) e^{-\theta_m n_d T_s R_{k,m}} \right] \right\}.
\]
As a result, we can formulate the following optimization problem for our proposed SWIPT-enabled CF m-MIMO based schemes under PS protocol in the finite blocklegth regimen:

\[ P_3 : \arg \max_{\{\rho, n_d, \eta_{k,m}, \gamma_{d,m}, \nu_{d,m,k}\}} \left\{ \sum_{m=1}^{K_u} E_r \frac{9}{V(\gamma_{d,m})} \left[ \frac{Q^{-1}(\epsilon_{d,m})(\log 2)}{(1 + \gamma_{d,m})^2} \right]^2 \right\} \]  

subject to the same constraints C1, C2, and C4 given by Eqs. (24), (25) and (46), respectively. Similar to Theorem 1, the optimization problem \( P_4 \) given by Eq. (47) is challenging in terms of finding the global optimal solution due to highly-coupling among variables. We apply an alternative optimization technique in an efficient manner where an improved solution is obtained at each step of iteration with guaranteed convergence by applying the SCA techniques. Therefore, to solve the optimization problem \( P_4 \) specified by Eq. (47), we need to characterize the convexity of the objective function in \( P_4 \) as detailed in the following theorem.

**Theorem 2:** Given fixed power allocation coefficient \( \eta_{k,m} \) and downlink blocklength \( n_d \), the objective function in \( P_4 \) specified by Eq. (47) is convex in the PS factor \( \rho \) for our proposed SWIPT-enabled CF m-MIMO based schemes under PS protocol in the finite blocklength regime when \( \epsilon_{d,m} \in (0, 0.5) \) and \( n_d > n_{d,th}^{PS} \), where

\[ n_{d,th}^{PS} \triangleq \frac{9}{V(\gamma_{d,m})} \left[ \frac{Q^{-1}(\epsilon_{d,m})(\log 2)}{(1 + \gamma_{d,m})^2} \right]^2. \]

**Proof:** To characterize the convexity of the objective function in \( P_4 \) specified in Eq. (47) with respect to the PS factor \( \rho \), first we can derive the first-order derivative of the auxiliary function \( F(\gamma_{d,m}) \) with respect to the PS factor \( \rho \) as follows:

\[ \frac{\partial F(\gamma_{d,m})}{\partial \rho} = \frac{\partial F(\gamma_{d,m})}{\partial R_{d,m}} \frac{\partial R_{d,m}}{\partial \rho} \]  

where

\[ \frac{\partial F(\gamma_{d,m})}{\partial R_{d,m}} = E_{\gamma_{d,m}} \left[ (1 - \epsilon_{d,m}) e^{-\theta_m n_d T_s} \right] < 0 \]

and

\[ \frac{\partial R_{d,m}}{\partial \rho} = \frac{\partial C(\gamma_{d,m})}{\partial \rho} - \frac{Q^{-1}(\epsilon_{d,m})}{2\sqrt{n_d} V(\gamma_{d,m})} \frac{\partial V(\gamma_{d,m})}{\partial \rho}. \]

Second, using chain rule, we derive the second-order derivative of \( F(\gamma_{d,m}) \) with respect to the PS factor \( \rho \) as follows:

\[ \frac{\partial^2 F(\gamma_{d,m})}{\partial \rho^2} = \frac{\partial^2 F(\gamma_{d,m})}{\partial R_{d,m}^2} \left[ \frac{\partial R_{d,m}}{\partial \rho} \right]^2 + \frac{\partial F(\gamma_{d,m})}{\partial R_{d,m}} \frac{\partial^2 R_{d,m}}{\partial \rho^2} \]

where

\[ \frac{\partial^2 F(\gamma_{d,m})}{\partial R_{d,m}^2} = (1 - \epsilon_{d,m}) (\theta_m n_d T_s)^2 e^{-\theta_m n_d T_s} > 0. \]

Since \( \frac{\partial^2 F(\gamma_{d,m})}{\partial R_{d,m}^2} \left[ \frac{\partial R_{d,m}}{\partial \rho} \right]^2 > 0 \) and \( \frac{\partial F(\gamma_{d,m})}{\partial R_{d,m}} \frac{\partial^2 R_{d,m}}{\partial \rho^2} < 0 \) in Eq. (52), it is equivalent to determine whether \( \frac{\partial^2 R_{d,m}}{\partial \rho^2} < 0 \). The proof for showing \( \frac{\partial^2 F(\gamma_{d,m})}{\partial R_{d,m}^2} \left[ \frac{\partial R_{d,m}}{\partial \rho} \right]^2 > 0 \) when \( \epsilon_{d,m} \in (0, 0.5) \) and \( n_d > n_{d,th}^{PS} \) is given in Appendix C. Therefore, we obtain \( \frac{\partial^2 F(\gamma_{d,m})}{\partial \rho^2} > 0 \), implying that the objective function in \( P_4 \) specified by Eq. (47) is convex with respect to the PS factor \( \rho \) when \( \epsilon_{d,m} \in (0, 0.5) \) and the constraint in Eq. (84) is satisfied, which completes the proof of Theorem 2.

**Remarks on Theorem 2:** Similar to Theorem 1, Theorem 2 implies that there exists a local optimal solution to the minimization problem \( P_4 \) given by Eq. (47) when the other two variables are fixed. It is easy to show that the local optimal solution is unique, thus, it is also the global optimal solution. Therefore, \( P_4 \) can be efficiently solved by using the similar approach as described in Algorithm 1.

**IV. JOINT UPLINK \( \epsilon \)-EFFECTIVE CAPACITY AND HARVESTED ENERGY TRADEOFF FOR STATISTICAL DELAY AND ERROR-RATE BOUNDED QoS USING FBC**

**A. Uplink Data Transmission in the Finite Blocklength Regime**

During the uplink data transmission phase, all \( K_u \) mobile devices simultaneously transmit their data to the APs using the energy harvested from the previous downlink SWIPT phase. Based on Eq. (10), we can derive the uplink transmit power, denoted by \( P_m \), from mobile device \( m \) to the APs as follows:

\[ P_m = \frac{E_r}{\eta_{a,m}}. \]

We can derive the received signal, denoted by \( Y_{u,k}^{n_u} \), from all mobile devices to AP \( k \) as follows:

\[ Y_{u,k}^{n_u} = \sum_{m=1}^{K_u} \sqrt{\eta_{a,m} P_m h_{k,m} q_{u,m}^m} + W_{u,k}^{n_u} \]

where \( \eta_{a,m} \) is the uplink power allocation coefficient for mobile device \( m \), \( W_{u,k}^{n_u} \in \mathbb{C}^{N_k \times 1} \) is the AWGN matrix with zero mean and covariance \( \mathbf{I}_{N_k} \) at AP \( k \), and \( q_{u,m}^m \) is the signal transmitted by mobile device \( m \), which need to satisfy the following constraint:

\[ \mathbb{E} \left[ \|q_{u,m}^m\|^2 \right] = 1. \]

Then, after the conjugate precoder at the AP, the processed uplink signal, denoted by \( r_{u,m} \), at the CPU from mobile device
can be derived as follows:

\[
\begin{align*}
    r_{u,m} &= \sum_{k=1}^{K_u} \left( \hat{h}_{k,m} \right)^H Y_{k,u}^m \\
    &= \sum_{m'=1}^{K_u} \sum_{k=1}^{K_u} \sqrt{\eta_{u,m'} P_{m'}} \left( \hat{h}_{k,m} \right)^H h_{k,m} \theta_{u,m'}^{\eta_{m'}} + \sum_{k=1}^{K_u} \left( \hat{h}_{k,m} \right)^H w_{u,k}^m.
\end{align*}
\]

(57)

Correspondingly, we can derive the uplink SNR, denoted by \( \gamma_{u,m} \), at AP \( k \) as follows:

\[
\begin{align*}
    \gamma_{u,m} &= \eta_{u,m} P_{m'} \left[ E \left[ \sum_{k=1}^{K_u} \left( \hat{h}_{k,m} \right)^H h_{k,m} \right] \right]^2 - \left[ E \left[ \sum_{k=1}^{K_u} \left( \hat{h}_{k,m} \right)^H h_{k,m} \right] \right]^2 \times E_{\eta_{u,m}} \left\{ \sum_{k=1}^{K_u} \hat{h}_{k,m} \right\}^2 \right]^{-1}.
\end{align*}
\]

(58)

B. Joint Uplink Resource Allocation Optimization for Statistical Delay and Error-Rate Bounded QoS Provisioning Using FBC

Define the uplink \( \epsilon \)-effective capacity, denoted by \( EC_{u,m}^{TS-PS}(\theta_m) \), under joint TS-PS protocol for mobile device \( m \) as follows:

\[
EC_{u,m}^{TS-PS}(\theta_m) = \left( \frac{1}{\theta_m} \right) \log \left( E_{\gamma_{u,m}} \left[ \epsilon_{u,m} + (1 - \epsilon_{u,m}) e^{-\theta_m n_u T_s R_{u,m}} \right] \right)
\]

(59)

where \( \epsilon_{u,m} \) is the uplink decoding error probability for mobile device \( m \) and \( R_{u,m} \) is the uplink coding rate, which is given as follows:

\[
R_{u,m} = C(\gamma_{u,m}) - \sqrt{\frac{V(\gamma_{u,m})}{n_u}} \theta_{u,m}^{-1}(\epsilon_{u,m})
\]

(60)

where \( C(\gamma_{u,m}) \) and \( V(\gamma_{u,m}) \) are the uplink channel capacity and channel dispersion, respectively. Considering the joint TS-PS protocol, we define the uplink \( \epsilon \)-effective capacity-energy region, denoted by \( C_{EC_{u,m}^{TS-PS},E_{TS-PS}} \), as follows:

\[
C_{EC_{u,m}^{TS-PS},E_{TS-PS}} \triangleq \left\{ (EC_{u,m}^{TS-PS}, E_{TS-PS}) : EC_{u,m}^{TS-PS} \leq \frac{1}{\theta_m} \log \left( E_{\gamma_{u,m}} \left[ \epsilon_{u,m} + (1 - \epsilon_{u,m}) e^{-\theta_m n_u T_s R_{u,m}} \right] \right),
\]

\[
E_{u,m} \leq \alpha n_d T_s P_d (\sum_{k=1}^{K_u} \sum_{m'=1}^{K_u} \sqrt{\eta_{k,m'}} \left( \hat{h}_{k,m'} \right)^H h_{k,m})
\]

\[
+ (1 - \alpha) n_d T_s P_d \left\{ \sum_{k=1}^{K_u} \sum_{m'=1}^{K_u} \sqrt{\eta_{k,m'}} \left( \hat{h}_{k,m'} \right)^H h_{k,m} \right\}.
\]

(61)

The max-min power control optimization is a centralized algorithm for guaranteeing a uniform SINR for all mobile devices. However, if a mobile device suffers from a bad channel gain and experiences poor SINR, the \( \epsilon \)-effective capacity for all the other mobile devices will be compromised. Therefore, taking into account both the downlink harvested energy and uplink transmit power constraints, we formulate a distributed joint uplink resource allocation optimization problem for our proposed SWIPT-enabled CF m-MIMO based schemes under a joint TS-PS protocol in the finite blocklength regime as follows:

\[
P_5 : \arg \max_{\eta_{k,m}, \theta_m} \left\{ \sum_{m=1}^{K_u} EC_{u,m}^{TS-PS}(\theta_m) \right\}
\]

s.t. \( C1 - C4 \);

\[
P_6 : \arg \min_{\gamma_{u,m}, \rho, n_u, n_d, \eta_{k,m}, \theta_m} \left\{ \sum_{m=1}^{K_u} EC_{u,m}^{TS-PS}(\theta_m) \right\}
\]

subject to the same constraints \( C1-C6 \) given by Eqs. (24)–(26), (46), (63), and (64), respectively. Since Theorem 1 and Theorem 2 have shown that \( F(\gamma_{d,m}) \) is convex in \( \alpha, \rho, \) and \( n_d, \eta_{k,m} \), respectively, we can easily obtain that the objective function in problem \( P_6 \) is convex with respect to \( n_d \) and \( \eta_{k,m} \), respectively, when the other parameters are fixed. Therefore, the optimization problem \( P_6 \) specified by Eq. (65) is a convex optimization problem and thus can be efficiently solved by applying the SCA techniques with an iterative search method, which is similar to Algorithm 1.

V. PERFORMANCE EVALUATIONS

We use simulations to validate and evaluate our proposed SWIPT-enabled CF m-MIMO based schemes in the finite blocklength regime. Throughout our simulations, we set the number of APs \( K_s = 100 \), the number of mobile devices \( K_u = 50 \), the duration of each channel use \( T_s = 10 \mu s \), the energy conversion efficiency \( \zeta = 0.5 \), the uplink pilot transmit power \( P_p = 20 \) dBm, and the downlink transmit power \( P_d = 80 \) dBm.

We set the downlink blocklength error probability \( \epsilon_{d,m} = 1 \times 10^{-6} \). Using Eq. (66), Fig. 3 plots the second-order derivative \( \partial^2 F(\gamma_{d,m}) / \partial \alpha^2 \) as a function of the downlink SNR \( \gamma_{d,m} \) for our proposed SWIPT-enabled CF m-MIMO scheme using FBC. Fig. 3 shows that the second-order derivative \( \partial^2 F(\gamma_{d,m}) / \partial \alpha^2 \) increases as the SNR \( \gamma_{d,m} \) increases. In the high SNR region, we observe from Fig. 3 that \( \partial^2 F(\gamma_{d,m}) / \partial \alpha^2 > 0 \), which implies
increases. Fig. 5 also shows that the threshold on downlink blocklength $n_{d,th}^{PS}$ decreases as the SNR $\gamma_{d,m}$ increases for our proposed SWIPT-enabled CF m-MIMO scheme under PS protocol using FBC.

Using the downlink data blocklength threshold in Eq. (28), Fig. 4 depicts the threshold on downlink blocklength $n_{d,th}^{TS}$ as a function of TS factor $\alpha$ for our proposed SWIPT-enabled CF m-MIMO scheme under TS protocol in the finite blocklength regime. Fig. 4 shows that the threshold on downlink blocklength $n_{d,th}^{TS}$ increases as the TS factor $\alpha$ increases. Fig. 4 also shows that the threshold on downlink blocklength $n_{d,th}^{TS}$ is a decreasing function of SNR $\gamma_{d,m}$. We can observe from Fig. 4 that the value of $n_{d,th}^{TS}$ increases from 0.92 to 23.68 as the value of TS factor increases from 0 to 0.9 when the SNR is 10 dB. Since the data transmission rate is quite accurate when the blocklength is as short as 100 [16], the downlink blocklength threshold $n_{d,th}^{TS}$ would automatically hold for $n > n_{d,th}^{TS}$, especially in the high SNR scenario, which validates Theorem 1.

In addition, using the downlink data blocklength threshold in Eq. (48), Fig. 5 plots the threshold on downlink blocklength $n_{d,th}^{PS}$ as a function of the SNR $\gamma_{d,m}$ for our proposed SWIPT-enabled CF m-MIMO scheme under PS protocol in the finite blocklength regime. Fig. 5 shows that the threshold on downlink blocklength $n_{d,th}^{PS}$ decreases as the SNR $\gamma_{d,m}$ increases. Fig. 5 also shows that the threshold on downlink blocklength $n_{d,th}^{PS}$ is a decreasing function of the decoding error probability $\epsilon_{d,m}$. We can observe from Fig. 5 that the value of $n_{d,th}^{PS}$ decreases from 4.67 to 0 as the value of SNR $\gamma_{d,m}$ increases from 0 to 15 dB when the decoding error probability $\epsilon_{d,m} = 1 \times 10^{-6}$. Since the data transmission rate is quite accurate when the blocklength is as short as 100 [16], the downlink blocklength threshold $n_{d,th}^{PS}$ would automatically hold for $n > n_{d,th}^{PS}$, which validates Theorem 2.

Setting the blocklength error probability $\epsilon_{d,m} = 1 \times 10^{-6}$, Fig. 6 plots the downlink $\epsilon$-effective capacity as a function of TS factor $\alpha$ for our proposed SWIPT-enabled CF m-MIMO scheme using FBC. We can observe from Fig. 6 that the downlink $\epsilon$-effective capacity is a decreasing function of TS factor $\alpha$. In addition, Fig. 7 depicts the downlink $\epsilon$-effective capacity as a function of both the TS factor $\alpha$ and QoS exponent $\beta_{m}$ for our proposed SWIPT-enabled CF m-MIMO scheme using FBC. We can observe from Fig. 7 that the downlink $\epsilon$-effective capacity decreases as the decoding error probability $\epsilon_{d,m}$ increases. Fig. 7 also shows that the downlink $\epsilon$-effective capacity is a decreasing function of QoS exponent $\beta_{m}$, which implies that a smaller $\beta_{m}$ ($\beta_{m} \to 0$) and a larger $\beta_{m}$ ($\beta_{m} \to \infty$) lead to an upper
bound and lower bound on the downlink $\epsilon$-effective capacity, respectively.

Setting the blocklength error probability $\epsilon_{d,m} = 1 \times 10^{-6}$, Fig. 8 plots the downlink $\epsilon$-effective capacity as a function of PS factor $\rho$ for our proposed SWIPT-enabled CF m-MIMO scheme in the finite blocklength regime. We can observe from Fig. 8 that the downlink $\epsilon$-effective capacity is a decreasing function of PS factor $\rho$ and is an increasing function of downlink data blocklength $n_d$. Fig. 8 also shows that the gap between the curves when $n_d = 600$ and $n_d = 800$ is negligible for large $\theta_m$. This is because the downlink $\epsilon$-effective capacity goes to zero when the delay-bounded QoS constraint is very stringent, i.e., $(\theta_m \rightarrow \infty)$.

Setting the downlink blocklength $n_d = 1000$, downlink blocklength error probability $\epsilon_{d,m} = 1 \times 10^{-6}$, and uplink blocklength error probability $\epsilon_{u,m} = 1 \times 10^{-3}$, Fig. 9 depicts the uplink $\epsilon$-effective capacity as a function of harvested energy for our proposed SWIPT-enabled CF m-MIMO scheme using FBC. Fig. 9 shows that the uplink $\epsilon$-effective capacity is an increasing function of uplink data blocklength $n_u$. Fig. 9 shows that the uplink $\epsilon$-effective capacity becomes negligible at the same operating point when $\alpha = 0$, $\rho = 0$, and $n_u \in \{800, 1000, 1200\}$. This is due to the fact that when $\alpha = 0$ and $\rho = 0$, the entire downlink SWIPT phase are allocated for downlink information transfer, thus the mobile devices cannot harvest energy. On the other hand, when $\alpha, \rho \rightarrow 1$, the harvested energy becomes a maximum since the mobile devices perform energy harvesting for the entire downlink SWIPT phase. As a result, the uplink $\epsilon$-effective capacity is an increasing function of the harvested energy.

VI. CONCLUSIONS
We have proposed and developed statistical delay and error-rate bounded QoS provisioning schemes over SWIPT-enabled CF m-MIMO 6G wireless networks in the finite blocklength regime. In particular, we have developed SWIPT-enabled CF m-MIMO based system models using FBC. Taking into account both the harvested energy and transmit power constraints, we have formulated and solved the optimization problems for the tradeoff between the $\epsilon$-effective capacity and harvested energy for both downlink SWIPT and uplink data transfer phases under statistical delay and error rate bounded QoS provisioning in supporting mURLLC. We have further conducted a set of simulations to validate and evaluate our proposed SWIPT-enabled CF m-MIMO schemes subject to statistical delay and error-rate bounded QoS constraints in the finite blocklength regime.

APPENDIX A

TABLE OF NOTATIONS
The table for the summary of notations is listed in Table II on the next page.

APPENDIX B

PROOF FOR $\partial^2 F (\gamma_{d,m}) / \partial \alpha^2 > 0$ IN THEOREM 1
Plugging Eqs. (35) and (36) back into Eq. (34), we have

$$\frac{\partial^2 F (\gamma_{d,m})}{\partial \alpha^2} = \theta_m n_d T_s \left[ -C(\gamma_{d,m}) \mathbf{V} \left( \frac{\gamma_{d,m}}{n_d} \right) Q^{-1}(\epsilon_{d,m}) \frac{1}{2} \right.$$ 

$$\times (1 - \alpha)^{-\frac{1}{2}}J^2 - \sqrt{V(\gamma_{d,m}) Q^{-1}(\epsilon_{d,m})(1 - \alpha)^{-\frac{1}{2}}}$$

$$= \theta_m n_d T_s \left\{ C(\gamma_{d,m}) \mathbf{V} Q^{-1}(\epsilon_{d,m}) (1 - \alpha)^{-\frac{1}{2}} \right\}$$
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Based on Eq. (18), we can obtain that

$$\frac{C(\gamma_{d,m})}{R_{d,m}} < \frac{C(\gamma_{d,m})}{R_{d,m}} - \frac{1}{(1-\alpha)n_{d}}Q^{-1}(\epsilon_{d,m}).$$  \hspace{1cm} (69)$$

Thus, plugging Eq. (69) back into Eq. (68), we have

$$\frac{\partial^2 F(\gamma_{d,m})}{\partial \alpha^2} > \frac{4(1-\alpha)}{R_{d,m}} \left\{ \frac{4(1-\alpha)\theta_{m}n_{d}T_{s}C(\gamma_{d,m}) + 1}{C(\gamma_{d,m}) - \frac{1}{(1-\alpha)n_{d}}Q^{-1}(\epsilon_{d,m})} \right\} - \frac{C(\gamma_{d,m})}{R_{d,m}} - \frac{1}{(1-\alpha)n_{d}}Q^{-1}(\epsilon_{d,m}) - \frac{C(\gamma_{d,m})}{C(\gamma_{d,m}) - \frac{1}{(1-\alpha)n_{d}}Q^{-1}(\epsilon_{d,m})} \right\}$$

Using Eq. (18), we get

$$\sqrt{\frac{V(\gamma_{d,m})}{(1-\alpha)n_{d}}}Q^{-1}(\epsilon_{d,m}) = C(\gamma_{d,m}) - R_{d,m}. \hspace{1cm} (67)$$

Thus, plugging Eq. (67) back into Eq. (66), we can obtain the following equation:

$$\frac{\partial^2 F(\gamma_{d,m})}{\partial \alpha^2} > \theta_{m}n_{d}T_{s} \left\{ \frac{C(\gamma_{d,m})}{(1-\alpha)n_{d}}Q^{-1}(\epsilon_{d,m}) \right\} - \frac{C(\gamma_{d,m})}{4(1-\alpha)n_{d}}Q^{-1}(\epsilon_{d,m})$$

$$= \theta_{m}n_{d}T_{s}C(\gamma_{d,m}) \frac{C(\gamma_{d,m}) - R_{d,m}}{4(1-\alpha)n_{d}} - \frac{1}{R_{d,m}} \left\{ \theta_{m}n_{d}T_{s}C(\gamma_{d,m}) + \frac{1}{4(1-\alpha)} \right\}$$

where $n_{d}$ is given by Eq. (28). Applying the condition: $n_{d} > n_{d}^{TS}$, into Eq. (70), which implies that $[(1-\alpha)n_{d}^{TS}]^{-\frac{1}{2}} > [(1-\alpha)n_{d}]^{-\frac{1}{2}}$, and thus we can obtain the following equation:

$$\frac{\partial^2 F(\gamma_{d,m})}{\partial \alpha^2} > 0. \hspace{1cm} (71)$$

### TABLE II

**Summary of Notation**

<table>
<thead>
<tr>
<th>$K_a$</th>
<th>Number of APs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{AP}$</td>
<td>Number of antennas at the AP</td>
</tr>
<tr>
<td>$\rho$</td>
<td>PS parameter</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>TS factor</td>
</tr>
<tr>
<td>$\beta_{k,m}$</td>
<td>Large-scale fading coefficient</td>
</tr>
<tr>
<td>$g_{k,m}$</td>
<td>Small-scale fading vector</td>
</tr>
<tr>
<td>$Y_{k,m}$</td>
<td>Received signal matrix</td>
</tr>
<tr>
<td>$W_{k,m}$</td>
<td>AWGN matrix</td>
</tr>
<tr>
<td>$h_{k,m}$</td>
<td>MMSE estimator of $h_{k,m}$</td>
</tr>
<tr>
<td>$E_{h,m}$</td>
<td>Harvested energy at PS receiver</td>
</tr>
<tr>
<td>$M$</td>
<td>Duration of each channel use</td>
</tr>
<tr>
<td>$E_{th,m}$</td>
<td>Total harvested energy</td>
</tr>
<tr>
<td>$E_{Q,m}$</td>
<td>Remaining energy</td>
</tr>
<tr>
<td>$\gamma_{d,m}$</td>
<td>Downlink receive SNR</td>
</tr>
<tr>
<td>$b_{m}$</td>
<td>Preceding vector</td>
</tr>
<tr>
<td>$C(\gamma_{d,m})$</td>
<td>Channel capacity</td>
</tr>
<tr>
<td>$\theta_{m}$</td>
<td>QoS exponent</td>
</tr>
<tr>
<td>$Q_{th}$</td>
<td>Queue threshold</td>
</tr>
<tr>
<td>$E_C(\gamma_{d,m})$</td>
<td>Downlink $\epsilon$-effective capacity</td>
</tr>
<tr>
<td>$\gamma_{PS,m}$</td>
<td>Uplink power allocation coefficient</td>
</tr>
<tr>
<td>$R_{PS,m}$</td>
<td>Uplink coding rate</td>
</tr>
<tr>
<td>$V(\gamma_{d,m})$</td>
<td>Uplink channel dispersion</td>
</tr>
</tbody>
</table>
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PS factor \( \rho \), respectively, as follows:

\[
\frac{\partial^2 C(\gamma_{d,m})}{\partial \rho^2} = -\frac{1}{(\log 2)(1+\gamma_{d,m})^2}\left(\frac{\partial \gamma_{d,m}}{\partial \rho}\right)^2 + \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2} + \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2} \times \frac{1}{(\log 2)(1+\gamma_{d,m})}
\]

(72)

and

\[
\frac{\partial^2 V(\gamma_{d,m})}{\partial \rho^2} = -6(1+\gamma_{d,m})^{-4}\left(\frac{\partial \gamma_{d,m}}{\partial \rho}\right)^2 + 2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}.
\]

(73)

Then, using Eqs. (72) and (73), we obtain the second-order derivative of \( R_{d,m} \) with respect to the PS factor \( \rho \) as follows:

\[
\frac{\partial^2 R_{d,m}}{\partial \rho^2} = \frac{\partial^2 C(\gamma_{d,m})}{\partial \rho^2} + \frac{Q^{-1}(\epsilon_{d,m})}{4\sqrt{\eta_d}}\left[V(\gamma_{d,m})\right]^{3/2} \times \left[\frac{\partial V(\gamma_{d,m})}{\partial \rho}\right] - \frac{Q^{-1}(\epsilon_{d,m})}{4\sqrt{\eta_d}}\left[V(\gamma_{d,m})\right]^{3/2} \times \frac{1}{2\sqrt{\eta_d}} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}
\]

\[\times \left(\frac{\partial \gamma_{d,m}}{\partial \rho}\right)^2 + 2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right] - \frac{Q^{-1}(\epsilon_{d,m})}{2\sqrt{\eta_d}}
\]

\[\times \left[V(\gamma_{d,m})\right]^{3/2} \times \left[\frac{\partial \gamma_{d,m}}{\partial \rho}\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]
\]

\[= -\frac{1}{(\log 2)(1+\gamma_{d,m})^2}\left(\frac{\partial \gamma_{d,m}}{\partial \rho}\right)^2 + \frac{1}{(\log 2)(1+\gamma_{d,m})} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2} - \frac{Q^{-1}(\epsilon_{d,m})}{2\sqrt{\eta_d}}
\]

\[\times \left[V(\gamma_{d,m})\right]^{3/2} \times \left[\frac{\partial \gamma_{d,m}}{\partial \rho}\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]
\]

(74)

Second, we can rewrite the SNR function given by Eq. (16) as follows:

\[
\gamma_{d,m} = \frac{(1-\rho)\gamma_{1,m}}{(1-\rho)\gamma_{2,m} + 1}
\]

(75)

where

\[
\begin{align*}
\gamma_{1,m} &= \mathcal{P}_d \left[ \sum_{k=1}^{K_d} \sqrt{\eta_k m} \left(h_{k,m} H b_{k,m}\right) \right]^2;
\gamma_{2,m} &= \mathcal{P}_d \sum_{m=1}^{K_d} \left[ \sum_{k=1}^{K_d} \sqrt{\eta_k m} \left(h_{k,m} H b_{k,m}\right) \right]^2 - \mathcal{P}_d \left[ \sum_{k=1}^{K_d} \sqrt{\eta_k m} \left(h_{k,m} H b_{k,m}\right) \right]^2.
\end{align*}
\]

(76)

Using Eq. (16), we characterize the first-order and second-order derivatives of \( \gamma_{d,m} \) with respect to the PS factor \( \rho \) as follows:

\[
\begin{align*}
\frac{\partial \gamma_{d,m}}{\partial \rho} &= \frac{-\gamma_{1,m}}{\sqrt{(1-\rho)\gamma_{2,m} + 1}};\frac{\partial^2 \gamma_{d,m}}{\partial \rho^2} = \frac{-\gamma_{1,m}}{\sqrt{(1-\rho)\gamma_{2,m} + 1}}.
\end{align*}
\]

(77)

Plugging Eq. (77) back into Eq. (74), we can obtain:

\[
\begin{align*}
\frac{\partial^2 R_{d,m}}{\partial \rho^2} &< -\frac{1}{(\log 2)(1+\gamma_{d,m})^2}\left(\frac{\partial \gamma_{d,m}}{\partial \rho}\right)^2 + \frac{1}{(\log 2)(1+\gamma_{d,m})} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2} - \frac{Q^{-1}(\epsilon_{d,m})}{2\sqrt{\eta_d}}
\end{align*}
\]

\[\times \left[V(\gamma_{d,m})\right]^{3/2} \times \left[\frac{\partial \gamma_{d,m}}{\partial \rho}\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]
\]

(78)

Then, in order to guarantee \( \partial^2 R_{d,m}/\partial \rho^2 < 0 \), it is sufficient to have

\[
\begin{align*}
\frac{\partial^2 \gamma_{d,m}}{\partial \rho^2} < -\frac{1}{(\log 2)(1+\gamma_{d,m})^2}\left(\frac{\partial \gamma_{d,m}}{\partial \rho}\right)^2 + \frac{1}{(\log 2)(1+\gamma_{d,m})} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2} - \frac{Q^{-1}(\epsilon_{d,m})}{2\sqrt{\eta_d}}
\end{align*}
\]

\[\times \left[V(\gamma_{d,m})\right]^{3/2} \times \left[\frac{\partial \gamma_{d,m}}{\partial \rho}\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]
\]

(79)

which leads to the following inequality:

\[
\begin{align*}
\frac{1}{(\log 2)(1+\gamma_{d,m})^2}\left(\frac{\partial \gamma_{d,m}}{\partial \rho}\right)^2 &< \frac{1}{(\log 2)(1+\gamma_{d,m})^2} \times \frac{Q^{-1}(\epsilon_{d,m})}{\sqrt{n_d V(\gamma_{d,m})}}
\end{align*}
\]

\[\times \left[V(\gamma_{d,m})\right]^{3/2} \times \left[\frac{\partial \gamma_{d,m}}{\partial \rho}\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]
\]

(80)

Then, we get

\[
\begin{align*}
\left[\frac{1}{(\log 2)(1+\gamma_{d,m})^2}\left(\frac{\partial \gamma_{d,m}}{\partial \rho}\right)^2 &< \frac{1}{(\log 2)(1+\gamma_{d,m})^2} \times \frac{Q^{-1}(\epsilon_{d,m})}{\sqrt{n_d V(\gamma_{d,m})}}
\end{align*}
\]

\[\times \left[V(\gamma_{d,m})\right]^{3/2} \times \left[\frac{\partial \gamma_{d,m}}{\partial \rho}\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]\right] \times \left[2(1+\gamma_{d,m})^{-3} \times \frac{\partial^2 \gamma_{d,m}}{\partial \rho^2}\right]
\]

(81)

Since \( \partial^2 \gamma_{d,m}/\partial \rho^2 < 0 \) and \( Q^{-1}(\epsilon_{d,m}) \) when \( \epsilon_{d,m} \in (0,0.5) \), to guarantee Eq. (81) holds, it is equivalent to show that the
following inequalities hold:
\[
\begin{align*}
\frac{1}{2} \left( \log \frac{1}{\nu_{d,m}} \right)^3 & \geq \frac{Q^{-1}(e_{d,m})}{\sqrt{n_{d,m} V(\gamma_{d,m})}} \left( 1 + \gamma_{d,m} \right)^{-3} > 0; \\
\frac{1}{2} \left( \log \frac{1}{\nu_{d,m}} \right)^3 & \geq \frac{3Q^{-1}(e_{d,m})}{\sqrt{n_{d,m} V(\gamma_{d,m})}} \left( 1 + \gamma_{d,m} \right)^{-3} > 0,
\end{align*}
\]
which leads to the following inequalities:
\[
\begin{align*}
\sqrt{n_{d,m} V(\gamma_{d,m})} & > \frac{Q^{-1}(e_{d,m})(\log 2)}{(1 + \gamma_{d,m})^2}; \\
\frac{1}{2} \left( \log \frac{1}{\nu_{d,m}} \right)^3 & \geq \frac{3Q^{-1}(e_{d,m})}{\sqrt{n_{d,m} V(\gamma_{d,m})}} \left( 1 + \gamma_{d,m} \right)^{-3}.
\end{align*}
\]
Thus, using Eq. (83), we can obtain the lower bound on the downlink data blocklength to guarantee $\partial^2 R_{d,m}/\partial \rho^2 < 0$ as follows:
\[
n_{d,m} \geq \frac{9}{V(\gamma_{d,m})} \left[ \frac{Q^{-1}(e_{d,m})(\log 2)}{(1 + \gamma_{d,m})^2} \right]^2.
\]
Finally, we can obtain $\partial^2 R_{d,m}/\partial \rho^2 < 0$.
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