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Abstract—This paper considers the problem of supporting
TCP, the Internet data transport protocol, over a lossy wire-
less link whose quality varies over time. In order to prevent
throughput degradation, it is necessary to “hide” the losses and
the time variations of the wireless link from TCP. A number of
solutions to this problem have been proposed in previous studies,
but their performance was studied on a purely experimental
basis. This paper presents an approximate analysis, validated
by computer simulations, for TCP performance over wireless
links. The analysis provides the basis for a systematic approach
to supporting TCP over wireless links. The specific case of a
Rayleigh-faded wireless link and automatic repeat request-based
link-layer recovery is considered for the purpose of illustration.
The numerical results presented for this case show that a sim-
ple solution, that of using an appropriately designed link-layer
error-recovery scheme, prevents excessive deterioration of TCP
throughput on wireless links.

Index Terms— Link-layer protocols, performance analysis,
Rayleigh fading, TCP, wireless networks.

I. INTRODUCTION

T HE anticipated emergence of mobile computing depends
on the ability to support data applications over heteroge-

neous networks comprising both wireless and wireline links.
Many existing applications (including file transfers and web
transactions) are based on TCP/IP, the Internet end-to-end data
transport protocol. At the core of TCP is a dynamic window-
based congestion control scheme proposed by Jacobson [1],
which cuts back the window size (and hence, the offered
rate) of the data connection upon detection of packet loss,
and then gradually increases it when successful transmissions
occur. When there is a wireless link in the end-to-end path
of TCP connection, TCP performance suffers from significant
throughput degradation due to underutilization of available
wireless bandwidth [2]. This occurs because TCP cuts back
its window in response to losses on the wireless link, and
the subsequent growth of the window is typically sluggish,
compared to variations in the quality of the wireless link.
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One solution to this problem is to use a suitable link-layer
error-recovery mechanism that can “hide” the fluctuations of
the wireless medium from TCP. Here, such an approach is
referred to as “link shaping.” It was shown in [3] that if TCP
sees a probability of end-to-end loss above a threshold that
scales as the inverse square of the bandwidth-delay product,
then its throughput will deteriorate significantly. The main
contribution of this paper is to show that it is possible to
design a link-shaping scheme for wireless links that keeps
the level of loss seen by TCP below this threshold, and to
thus prevent the throughput degradation of TCP over wireless
links. This is demonstrated by numerical results, based on
approximate analysis validated by computer simulations, for
the specific case of a Rayleigh-faded link with automatic repeat
request (ARQ)-based link shaping. A more general asymptotic
argument is also presented to qualitatively establish that the
approach is applicable to general Markovian channel models
as well.

The research reported in this paper complements the efforts
of other researchers who have proposed schemes such as the
split connection approach [4], the snoop protocol [5], and even
link-layer recovery [6] to prevent throughput degradation of
TCP over wireless links. Unlike the experimental studies cited
above, the approach in this paper is to use analysis to provide
a systematic framework for supporting TCP over wireless
links.

The remainder of the paper is organized as follows.
Section II contains the basic framework for the TCP-
friendly link-shaping advocated in this paper, along with
the background material on TCP dynamics and performance
analysis. This framework is applied to the specific system
model in Section III. Section III also describes the simulation
setup used to validate the analytical throughput estimates.
Numerical results are presented in Section IV. Section V
contains a discussion of asymptotics for large bandwidth-delay
products, and Section VI contains our conclusions.

II. FRAMEWORK FOR TCP-FRIENDLY LINK SHAPING

The framework for TCP-friendly link shaping is described
in this section. Since this framework is guided by the TCP
performance analysis in [3], we begin by providing some
background on TCP, as well as on relevant results from [3]
in Section II-A.

A. Background on TCP

TCP uses window-based flow control. At timethe window
size is denoted by and is equal to the maximum
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allowable number of unacknowledged packets (not counting
retransmissions). For an infinite data source, the connection
uses its allowable window to the fullest extent, i.e., at time

there are indeed unacknowledged packets. The win-
dow size varies dynamically in response to acknowledgments
(ACK’s) and detection of packet loss. The destination sends
back cumulative ACK’s: if all data segments up to

have been received, then the receiver sends back the
ACK “next expected ” Thus, a single packet loss can
be detected by consecutive ACK’s having the same “next
expected” number, so that TCP retransmits the packet after
the number of such “duplicate ACK’s” exceeds a threshold
(typically three). This is the so-called “fast retransmit” option
that is implemented in most versions of TCP. If packet
loss is not detected in this manner, it leads to expiry of a
timer. In either case, TCP-Tahoe drops its window size to
one in response. Subsequently, the window grows rapidly,
by one packet for every successfully acknowledged packet,
until it reaches half of the window size at the last packet
loss. This (typically short) phase of rapid window growth is
paradoxically called “slow start,” since the transmission rate
during this phase is low compared to not having decreased
the window at all after a loss. After slow start, the algorithm
switches to “congestion avoidance,” in which the window
grows slowly in order to probe for extra bandwidth, by
incrementing the window size by one for every window’s
worth of acknowledged packets. This growth continues until
the maximum window size is reached, or until another packet
loss is detected.

TCP-Reno is similar to TCP-Tahoe, except that it tries
to avoid the slow-start phase by remaining in congestion
avoidance unless there is a timer expiry. Packet loss detected
via duplicate ACK’s results in the window size being cut by
half. If a timer expiry does occur, then the window size is
reduced to one, and slow start is used to grow the window
back to half its value at the time of timer expiry. See [1] for
a description of TCP-Tahoe and [7], [8] for a description of
TCP-Reno. See [9]–[11] for simulation studies, and [3] for an
analytical characterization.

Next, some results from [3] regarding TCP performance that
are relevant for the purpose here, are summarized. Consider
a single TCP connection traversing an error-free bottleneck
link of speed packets/s. The bottleneck buffer is of size

packets. If the round-trip propagation delay is(assumed
to be a constant), then the window evolution is roughly as
follows: packet loss occurs when the window size reaches

the size of the bit pipe, where is the
bandwidth-delay product. The window size drops down to one,
increases exponentially during slow start to and
then increases more slowly (almost linearly) during congestion
avoidance to at which point there is another loss.
Since the slow start phase is relatively short, the throughput
is governed by the congestion avoidance phase, where the
window goes from to In order to
fully utilize the bottleneck link at all times,
must hold at all times. For this condition is satisfied
throughout the congestion avoidance phase, where the bulk of
the packet transfers takes place, so the link utilization is nearly

100%. Thus, the important point is that the buffering at the
node must scale linearly with the bandwidth-delay product of
the connection in order to achieve high link utilizations.

“Random loss” is used in [3] to model any packet losses that
are not due to congestion at the bottleneck link. In particular, in
the preceding scenario, suppose that a packet could be lost with
probability even after transmission on the bottleneck link,
and that successive losses are independent. Upon detection of
a loss, the window size, and hence the offered rate, of the TCP
connection drops. The subsequent increase in window size is
clocked by the arrival of ACK’s, and is therefore governed
by the round-trip time of the connection. Thus, if the round-
trip time is large and the window size is decreased often due
to random losses, the TCP connection may never operate at
an offered rate that fully utilizes the available bandwidth. An
approximate analysis of this phenomenon using a fixed-point
argument [3] is summarized below.

If the largest window size attained during congestion avoid-
ance “on average” is denoted by then the next congestion
avoidance phase starts on average at Assuming that the
number of packets transmitted as the window evolves from

to is exactly (this is the average number of
packets transmitted successfully between successive losses),
we can solve for based on a continuous-time approximation
to TCP dynamics during congestion avoidance. If is
significantly smaller than the maximum window
size attained by TCP without random loss, then the window
size during congestion avoidance, and hence the throughput,
will on average be much smaller than the throughput without
random loss. This leads to the following rule of thumb: if
the product is large (compared to 1), then random
loss causes a serious deterioration in TCP throughput. In the
context of this paper, this implies that theresidualend-to-end
loss probability seen by TCP after link-layer error recovery
must scale inversely with the square of the bandwidth-delay
product of the connection.

B. TCP-Friendly Link Shaping

Based on the preceding background, the following line of
reasoning can be used to arrive at the features required for
TCP-friendly link shaping.

1) Approximate analysis of TCP [3] shows that TCP
throughput deteriorates if the end-to-end packet-loss
probability seen by TCP is larger than

2) Consider a TCP connection that enters a wireless link
through a wireline-wireless interface buffer. If the link-
level error-recovery protocol is such that every packet
that enters the buffer is ultimately delivered to the
destination of the wireless link without TCP’s own
error-recovery mechanism being activated, then the only
losses seen by TCP are those due to buffer overflow at
the wireless link.

3) Given the packet-loss model on the wireless link, choose
the size of the buffer at the link, so that the buffer
overflow probability is no more than when the
utilization of the wireless link (or the throughput of the
connection) is significant.
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Fig. 1. Approximation to TCP window evolution.

In order not to activate TCP’s own error-recovery mech-
anism for the packet that is still being (re)transmitted on the
wireless link, the following conditions must be met. Then item
2 in the above line of reasoning is a close approximation to
the actual operation of the link-layer error-recovery scheme.

1) The link layer at the destination should deliver packets
to higher layersin sequence.

2) End-to-end round-trip timers are conservative enough
to allow sufficient time for the link-layer protocol to
recover from losses on the wireless link. This assumption
tends to hold, in practice, for the following reasons.
For a TCP connection, the source calculates the round-
trip time estimate as the measured and low pass fil-
tered round-trip time (representing the average round-
trip time), plus a conservative factor proportional to the
measured standard deviation [12, p. 213]. Further, in
practice, timers are implemented with a coarse granu-
larity (typically 500 ms). Finally, when a retransmission
occurs, the exponential backoff strategy [12, p. 212] used
in TCP timers often makes the timeout value much larger
than the actual round-trip time.

With such a link shaping scheme, it is possible to estimate
the throughput of the TCP connection as discussed in the next
section.

C. Analytical Estimation of TCP Throughput

The arrival rate of TCP packets at the interface buffer is
proportional to the TCP window size, and therefore varies as
the window size fluctuates. The key feature of the analysis
is computing an “effective link capacity” (denoted by
defined as the largest arrival rate of TCP packets at the wireless
link for which the buffer overflow probability is below
Here, equals The interpretation of is as
follows: while the rate offered by TCP is below it sees a
link that is almost as good as a wireline link, in the sense that
packet loss at the interface buffer is not a dominant factor in
TCP window evolution. However, if the offered rate exceeds

the loss rate seen by TCP due to buffer overflow becomes
so high that TCP dynamics would not be able to recover from
the frequent window cutbacks.

The following approximation to overall TCP throughput can
now be obtained. Assume that the maximum rate attained
by TCP at the end of a given congestion avoidance period
is exactly Then, the offered rate at the beginning of

the next congestion avoidance period would be
Because the TCP window size (and hence the offered rate)
grows approximately linearly during congestion avoidance, the
average rate attained during congestion avoidance is approx-
imately (see Fig. 1). Ignoring the relatively
short slow start phase,can be taken to be an estimate of the
TCP throughput. Note that the actual maximum rate attained
by TCP during a particular congestion avoidance period may
be larger or smaller than However, because the buffer
overflow probability is designed to be of the order of
at the arrival rate of TCP will rarely achieve a maximum
rate significantly larger or smaller than Despite the many
approximations and simplifications inherent in this estimate,
this estimate provides a remarkably accurate characterization
of TCP performance (see the comparison with simulations in
Section IV).

To summarize, let be the arrival rate of TCP packets at
the wireless link normalized by the raw link capacity. The
packets are queued over the interface buffer and are transmitted
until successful. Let indicate the probability of
buffer overflow at the interface, when the arrival rate is
Then

and

This analytical framework is now applied to the specific
system model described below.

III. SYSTEM MODEL

Consider a single1 TCP connection whose source (destina-
tion) lies within a wireline network and whose destination
(source) is a mobile terminal communicating with a radio
port connected to the wireline network, via a wireless link.
In order to concentrate on the effect of the wireless link on
performance, the wireless link is assumed to be the bottleneck
link and the path of the connection through the remainder of
the network is simply modeled as a constant delay. The round-
trip time of a TCP packet is defined as the time elapsing

1Studying a model with single connection suffices as long as there is
adequate isolation between different TCP flows traversing the link. Such
isolation can, for example, be achieved through the use of fair scheduling
and/or buffer management algorithms at the router, as given in [13], [14].
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between its release from the source and the reception of the
corresponding ACK (which is generated by the destination) at
the source. This time includes processing time at the source,
the destination and the intermediate nodes in addition to the
propagation, queueing and link-layer recovery delays, and can
be substantial (tens or even hundreds of millisecond) even
for small networks. For the purposes of this work,is used
only to estimate the end-to-end loss probability that TCP can
tolerate. Therefore, it suffices to use acoarse estimateof
In particular, is assumed to be constant in the analysis. For
simplicity, it is assumed that neither link-layer nor end-to-end
ACK’s are lost.2

The link-layer error-recovery protocol transmits a packet
indefinitely over the wireless link until it is successful. A link-
layer window size of one is assumed, and link-layer ACK’s
are assumed to be instantaneous. The present framework holds
even if these assumptions about the link-layer protocol are not
satisfied, although detailed performance evaluation under such
circumstances is beyond the scope of this work.

A. Wireless Channel Model

Consider a wireless link with raw capacity (i.e., is the
maximum rate in TCP packets/s over the link) fully devoted
to the connection of interest. This could arise, for instance,
in a TDMA system with a static bandwidth assignment, or in
a multiplexed system where minimum bandwidth guarantees
are provided using variants of weighted fair queueing [16]
or weighted Round-Robin [17] scheduling disciplines. The
channel variations considered are due to Rayleigh fading,
which is a widely accepted model for transmission from
a base station to a mobile located in a dense scattering
environment (see [18]). Wireless link outages due to handoff
are not considered here. If desired, they can be incorporated
as an on/off variation modulating the channel fluctuations
considered here.

A distinction is made between TCP packets and packets
transmitted by the link-layer protocol by calling the latter link-
layer packets or “LL packets.” Thus, a TCP packet may be
segmented into several LL packets prior to the transmission
on the wireless link, and then reassembled at the other end.
Transmission over the wireless link is assumed to be time
slotted, with the slot duration being the time required to
transmit an LL packet over the link. Typically, each LL packet
would be encoded using an error detection/correction code.
The probability of correct reception of any bit in the packet
depends on the signal-to-noise ratio during the transmission
of that bit. The signal-to-noise ratio varies over the duration
of packet transmission due to fading. The fading model, when
used in conjunction with the specific error correction/detection
code used on the link, can be used to obtain the statistical
models for packet losses on the link. In this work, however,
modeling of packet losses due to bit errors on the wireless
channel is not addressed in detail, and a worst-case packet-loss

2Since TCP uses cumulative ACK’s, the only consequence of ACK losses
is increased burstiness in the traffic on the forward path [15]. One way to
account for this burstiness is stated in Section III-C.

model derived from the following two-state channel model is
used.

Let denote the state of the wireless channel at time
When the signal power is below a given threshold, the

channel is said to be in the “bad” state otherwise
it is in the “good” state The good and the bad
states are assumed to last for durations which are exponen-
tially distributed with parameters and respectively. Thus,

is modeled as a continuous time Markov process
on the state–space Given this power threshold and the
Doppler frequency, the mean durations of the good
and the bad states can be estimated using the level
crossing analysis [18] of the fading process (See Section IV
for a detailed explanation).

B. Packet-Loss Model

The probability of correct (successful) reception for a packet
is governed by the channel state evolution during the time slot
of its transmission. The following worst-case model is used to
obtain the probability of correct reception. If the channel is in
the good state at the beginning of the time slot, and remains in
the good statethroughoutthe duration of the time slot, then the
probability of correct reception (or a “departure”) is In all
other cases, the probability of correct reception is assumed to
be zero. If the reception is successful, the LL packet departs.
Otherwise, it is retransmitted repeatedly in the following slots
until a successful reception occurs.

C. Computation of

To determine the arrival process of TCP packets at
the wireless link is modeled by a stationary Bernoulli process,
with the probability of TCP packet arrival in a given time
slot being (If each TCP packet corresponds to LL
packets, the LL packet arrivals are in batches ofwhere
the batch arrivals are Bernoulli with rate per time slot.)
This assumption is made primarily because an exact analysis
accounting for the dynamics of TCP and of the wireless
channel is intractable, and its ultimate justification is through
validation via simulations. However, the following comments
regarding the above assumption are in order.

During the congestion avoidance phase, the actual arrival
process of TCP packets at the interface buffer may be burstier
than the Bernoulli process because, when the channel is in
the bad state, most transmissions over the wireless link are
unsuccessful, and no ACK’s are generated by the receiver.
When the channel state becomes good, a burst of packets gets
through, thus producing a burst of ACK’s. These ACK’s, in
turn, trigger the release of a burst of new TCP packets into the
network. ACK losses and ACK compression are some of the
other factors that may cause burstiness in the TCP traffic. It is
possible to account for such burstiness in the arrival process
using an on/off model. However, the Bernoulli assumption is
used throughout the rest of this section to maintain simplicity.

A TCP packet is lost due to buffer overflow at the wireless
link if any of the LL packets constituting that TCP packet
cannot be accommodated in the buffer. Lettingdenote the
stationary queue length at the interface buffer, andthe size
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Fig. 2. Transition diagram for Markov chain(Nk; Sk):

of the buffer, the stationary probability of such a loss event
is given by Prob Thus, for a given target
throughput of the objective is to find such
that

when

1) Buffer Overflow Probability for Large LL Packets:The
case is first analyzed in detail. The convention is
that an arrival occurs just before the end of the time slot;
a wireless transmission begins at the beginning of the time
slot if the buffer is nonempty; and if the transmission is
successful, departure occurs at the end of the time slot. Let

and denote the number of LL packets in the buffer
and the channel state (good or bad), respectively, just after
the beginning of the th time slot. Then,
is a Markov chain on the state–space

Its transition probability diagram is shown
in Fig. 2. The transition probabilities are defined as follows:

where

for
and

The probability is thus the probability of the channel
being in the the good state at the end of the time slot, given
that it is in the good state at the beginning of the time slot, but
entering the bad state at some point in between. For all other

denotes the probability that the slot ends in state
given that it starts in state To understand how the transition
probabilities are determined, consideras an example. If the

slot begins with the channel in the good state, and the buffer
is neither empty nor full, then the queue size increases by one,
andthe next slot also begins with the channel in the good state,
if either of the following two mutually exclusive events occur.

1) The channel remains in the good state throughout the
transmission slot, but the transmission is unsuccessful
and an arrival occurs.

2) The channel enters the bad state at some point during
the transmission slot (so that the transmission is unsuc-
cessful), but the slot ends with the channel in the good
state and an arrival occurs.

The probability of event 1 is the probability
of event 2 is and is given by the sum of these
probabilities.

Now let denote the stationary probability
distribution for where is a row vector with entries

The
probability of TCP packet loss is given by

From Fig. 2, and can be related as

(1)

Identifying the vector as a matrix-geometric probability
vector [19] yields that

where the elements of the matrices and are such
that the following relations hold:

For

Finally

(2)

An efficient algorithm for determining the stationary prob-
ability distribution can be obtained from (1) and (2). Starting
with an arbitrary nonzero value for (1) and (2) express
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the stationary probabilities of all the states in terms of
The actual values of the stationary probabilities of the states
are then found by normalization.

2) Buffer Overflow Probability for Small LL Packets:In this
case, the process is again a Markov chain
on the state–space Because

can increase by in a single transition, the preceding
is no longer a quasi-birth-death process. However, the fact
that cannot decrease by more than one (skip free to the
left) allows efficient evaluation of the stationary probability
distribution by standard matrix-geometric methods [19].

In this case, if the states are arranged as
then the transition probability ma-

trix has the form found at the bottom of the page, where

Here and An outline of
the algorithm employed to compute the stationary probability
distribution for this case is given below. Referring to the pair
of states as “phase” where
let indicate the stationary probability of the state

where Assuming that and
are known for all (where is an arbitrary constant
determined after normalization), is computed by
equating the probability flows across the boundary between
phases and The value of can then be
found by equating the probability flow out of and into the state

After propagating this computation from
to the actual values of the stationary probabilities are
obtained by normalization. The probability of TCP packet loss
is then given by

The analytical throughput estimates obtained for this model
are compared against computer simulations. The details of this
simulation are given in the next section. Prior to that, it is
worth listing a number of approximations (in addition to the
approximation for TCP window evolution and the Bernoulli
modeling of TCP traffic) that are implicit in our analysis.

1) The analysis does not consider the reduction in the
net throughput due to packetsretransmittedby TCP.
This is a minor point, because the latter is a rare event
(occurring due to buffer overflow, which is designed to
have probability of the order of On the other
hand, link level retransmissions, which are much more
common, are accounted for in detail.

2) The relatively short slow start phase is ignored, because
it does not contribute much to the TCP throughput.

3) Expiry of a coarse TCP timer when the fast retransmit
option fails, which could lead to idle periods of 500
ms or more, is not accounted for in the analysis. This
does not affect the performance estimates much for
TCP-Tahoe because its coarse timer expiry is infrequent
(occurring typically when a packet loss is detected via
fast retransmit and the packet is retransmitted, but the
retransmission is also lost due to congestion at the
interface buffer). For TCP-Reno, multiple packet losses
often cause coarse timer expiry, which is one reason for
its performance being so much worse (see Section IV)
than that of TCP-Tahoe (and the analytical estimate).

D. Simulation Setup

The block diagram of the simulation setup is shown in
Fig. 3. Simulations are run with the Tahoe and the Reno
versions of TCP. The Tahoe version includes the fast retrans-
mit feature with a duplicate ACK threshold of three [8]. The
simulation uses coarse-grained timers with a granularity of 500
ms, which is a typical value used in many systems. Attention
is restricted to a single TCP-controlled source that always has
data to send, so that only the TCP window limits the number
of packets released into the network. The source always sends
packets of 576 B, a typical value in use. The TCP destination
sends an ACK for every received packet. Other ACK options
in use (such as delayed ACK’s [12, p. 225] or sending an
ACK for every other received packet) are not simulated. ACK
packets are 40 B long and do not encounter any queueing.

It is assumed that the links from the source to the wire-
less interface and those over which ACK’s travel from the
destination to the source both introduce negligible loss and
delay variations. Thus, the round-trip delay due to these links
is assumed to be constant. Variations in quality of the wireless
channel are examined using a Markovian simulator and also
the Jakes’ fading simulator [18], [20] (see numerical results in
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Fig. 3. Block diagram of the simulation setup.

Section IV). The packet-loss model of Section III-B is used to
determine the packets received in error.

Two systems are simulated: System 1 uses 576 B LL packets
(the same as TCP packets) and System 2 uses 53 B (ATM cell)
LL packets. In System 2, each ATM cell is taken to have 48 B
of payload and 5 B of ATM header. Hence, each TCP packet
converts to 12 ATM cells. In System 2, a TCP packet arriving
at the wireless link is dropped entirely if the buffer cannot
hold any of the 12 LL packets that constitute the TCP packet.

In the next section, the throughput estimates obtained using
analysis are compared with the simulation results for some
representative parameter choices.

IV. NUMERICAL RESULTS

Consider a TCP connection traversing a wireless link with
a raw capacity of 1 Mb/s. For a 576 B TCP packet, this
translates to TCP packets/s. Two different values
for the round-trip delay are considered: 40 and 400 ms. The
net round-trip delay is the sum of and the delay due to
queueing and retransmission on the wireless link. The latter
is not included in the value of used to determine the
tolerable loss probability because the purpose is only
to obtain an estimate of the right order of magnitude. For

ms, the bandwidth-delay product is about 8.7
packets, so that the tolerable end-to-end packet-loss probability
is about 10 Similarly, for ms, the bandwidth-delay
product and the desired end-to-end loss probability are about
100 and 10 respectively.

Three different channels, corresponding to the Doppler
frequencies of 10, 30, and 100 Hz, are considered. The bad
state corresponds to a signal power 10 dB below the nominal
value. The error probability for an LL packet in the good state
is assumed to be 0.01.

Two sets of results are presented. In the first set of results,
the mean durations of the good and the bad states for the
above values of Doppler frequencies are read off from plots
in [18], as follows.3 From [18, Fig. 1.3-5], the mean duration
of a fade which is 10 dB below the nominal signal power
is seen to be approximately where is the Doppler
frequency. This is the mean duration of the bad state in the
present context. On the other hand, the upward crossings
of a power level 10 dB below nominal occur at a rate
approximately (see [18, Fig. 1.3-4]). Thus, is the
sum of the mean durations of successive good and bad states.
The mean duration of the good state can therefore be closely
approximated by Thus, the analysis

3More exact values can be computed from the power spectrum of the fading
random process, but this approach suffices to obtain performance estimates in
the present context.

TABLE I
SYSTEM 1, 400 MS ROUND-TRIP DELAY, MARKOVIAN SIMULATOR

TABLE II
SYSTEM 1, 400 MS ROUND-TRIP DELAY JAKES’ FADING SIMULATOR

TABLE III
SYSTEM 1, 8 TCP-PACKET BUFFER, JAKES’ FADING SIMULATOR

is carried out with a Markovian channel model with
and as the mean durations of the good and the bad
states, respectively. The analytical throughput estimates are
compared against simulations for the same Markovian channel
model. This comparison therefore checks whether the crude
description of TCP behavior employed by the analysis can
provide good performance estimates.

In the second set, the simulations are run with the Jakes’
fading simulator described in [18, pp. 70–76]. For the analysis
(which still assumes a Markovian channel), the mean durations
of the good and the bad states are computed from samples of
the random process generated by the Jakes’ fading simulator.
In the simulation, an LL packet is lost if the power of the
process generated by the simulator drops 10 dB below the
nominal power anytime during the packet transmission slot.
The second set of results checks the accuracy of the Markovian
channel model, in addition to the modeling of TCP.

Two systems are considered for performance evaluation:

• System 1:Here, an LL packet is the standard TCP packet.
The use of long packets in such a situation may be subop-
timal, but avoids the need for segmentation and reassem-
bly of TCP packets at the link layer. Numerical results
for System 1 are displayed in Tables I–III and Fig. 4.

• System 2:The LL packet is assumed to be an ATM
cell, so that a 576 B TCP packet is segmented into
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Fig. 4 System 1, 400-ms round-trip delay Markovian simulator.

TABLE IV
SYSEM 2, 400 MS ROUND-TRIP DELAY, MARKOVIAN SIMULATOR

TABLE V
SYSTEM 2, 400 MS ROUND-TRIP DELAY, JAKES’ FADING SIMULATOR

TABLE VI
SYSTEM 2, 96-CELL BUFFER, JAKES’ FADING SIMULATOR

cells (assuming that 48 out of the 53 B’s
of an ATM cell correspond to data) at the link layer.
Each cell is independently transmitted over the wireless
channel. The numerical results for this system are given
in Tables IV–VI and Fig. 5.

Comments on Numerical Results:The agreement between
analysis and simulation is not exact, which is to be expected
given the number of approximations involved. However, as

Fig. 5 System 2, 400-ms round-trip delay Markovian simulator.

seen from Tables I and IV, the results of the analysis are very
close to those obtained from simulations of TCP-Tahoe for the
two-state Markovian channel models. Even when compared to
simulations for a Rayleigh fading channel using the Jakes’
simulator (Tables II, III, V, and VI), the accuracy of the
analytical estimates is acceptable, even though the analysis
employs a Markovian approximation for a channel simulated
using the (non-Markovian) Jakes’ simulator.

It is seen from Figs. 4 and 5, that the analytical throughput
estimates are pessimistic when the actual throughput is close
to the (good) output rate of the wireless link. The reason is
the following: analytical throughput estimate is obtained as

and hence, cannot exceed 75% of the (good) output
rate. When is close to the (good) output rate (which occurs
due to the provision of large buffer), even if the TCP window
drops to half its size at the time of packet loss, this reduced
window size is still large enough to keep therate of packet
arrivals equal to its value at the time of loss. In other words,
the proportional relationship between the rate of packet arrivals
and the size of the TCP window does not hold in that regime.
Since the analysis assumes such a proportional relationship, it
tends to be conservative.

In all cases considered, TCP-Reno gives much poorer
performance than TCP-Tahoe (see Section VI for further dis-
cussion of this point). Also, in all these cases, the throughput
without link-level error recovery was found to be nearly zero;
hence, these results are not reported in detail.

For a fixed LL packet length, smaller throughput is expected
for fast fading because a given packet is more likely to
encounter a bad channel state during its transmission slot.
However, slow fading can also cause poor performance, since
the bad channel state persists for a longer time, during which
the interface buffer accumulates packets, thereby increasing
the probability of buffer overflow. These observations are
reflected in Table I. There, for a buffer size of 8 TCP packets,
the performance with moderate fading is the best. As the
buffer size is increased to 16 TCP-packets, the effect of packet
accumulation during the bad state becomes less significant;
thus, the effect of a packet encountering the bad state during
its transmission period becomes dominant. The consequence
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is that the throughput for slow and moderate fading is higher
than that for fast fading.

In fast fading environments, the use of large LL packets
degrades performance, because a longer packet is more likely
to encounter a bad state during its transmission. These predic-
tions are seen to hold: comparing the results in Tables II and
V, System 2 gives higher throughput for a Doppler frequency
of 100 Hz than does System 1. This occurs even though
the comparison is biased in favor of System 1: because the
LL packet size in System 1 is larger, there is an implicit
assumption of a smaller probability of TCP packet loss in the
good state for System 1, as the probability of LL packet loss
during the good state is taken to be the same in both systems.

While the preceding results were obtained for the specific
case of Rayleigh faded wireless link, the following qualitative
argument shows that, in general, for links with Markovian
packet-loss statistics, the link-layer approach is expected to
satisfactorily hide wireless losses from TCP with an interface
buffer of moderate size.

V. ASYMPTOTICS FORLARGE BANDWIDTH-DELAY PRODUCTS

In this section, it is argued that, even for lossless (wireline)
links, the buffering required at the bottleneck link must scale
linearly with the bandwidth-delay product as the latter be-
comes larger, while the buffering required to hide Markovian
link quality fluctuations from TCP need only scale loga-
rithmically with the bandwidth-delay product. The reader is
cautioned against concluding that smaller buffers are required
at the wireless links, as compared to those at the wireline
links. The argument merely implies that, for TCP, the dynamic
window algorithm itself is more dominant than the link
shaping in terms of dictating the buffer requirements.

A. Wireline Networks/Lossless Links

Consider a bottleneck link that has maximum output speed
of packets/s. In order to concentrate on the bottleneck link,
the path of data packets and ACK’s through the rest of the
network is modeled as constant delay Thus, the size of
the end-to-end packet pipe excluding the buffering at the
bottleneck link is Let denote the buffering provided
at the bottleneck link, which is the function of Assume that

scales sublinearly with i.e.,

It has been established in [3] that in the case of TCP-Tahoe,
is required in order to avoid “double slow

start.” However, if scales sublinearly with this
condition will be violated for a large-enough and, hence,
a double slow start will occur. Thus, while studying the
asymptotics for TCP-Tahoe in such a case, a double slow
start must be accounted for; hence, the congestion avoidance
is assumed to always start from a window of size one. This
phenomenon is absent in TCP-Reno (unless the dropping of
the window is due to a timeout, which is a rare event). The
case of TCP-Tahoe is considered first.

Define the total size of the packet pipe to be
Let denote the first batch of one packet,

the next batch of two packets, the batch after that of
three packets, and so on. Then, starting with a window of
size one and a congestion avoidance threshold of one, the
amounts of time required to complete4 the transmissions of
batches and so on up to are

and respectively. At this time, the
window size increases to and the bottleneck queue
begins to build up. Thus, the amounts of time required to
complete the transmissions of batches and so
on up to are and

respectively. At this point, the window size
increases to and loss occurs, causing the window size
to drop to one. Hence, the throughput per congestion avoidance
phase (defined as the total number of packets transmitted in the
congestion avoidance phase divided by the total duration of the
congestion avoidance phase) is given by the equation shown at
the bottom of the page. Thus,

Along similar lines, it can be shown that if timeouts are
rare,

This establishes that, even in the absence of random loss,
in order to achieve high utilizations (more than 50% in case
of TCP-Tahoe and more than 75% in case of TCP-Reno),
the buffering at the bottleneck must scale linearly with the
bandwidth-delay product of the connection.

B. Lossy Links with Markovian Packet-Loss Statistics

Recall that is defined as the maximum input rate at
which the buffer overflow probability, for buffer size is

(which is the end-to-end loss probability TCP can tol-
erate). Consider a general Markovian model for packet losses
on the link. For a Rayleigh fading link, such a model could
arise from a refinement of the two-state model considered here,
so as to model the amplitude variations on the channel more
closely [21]–[23]. In addition, because the traffic is Markovian

4Transmission of a packet is said to be complete when the acknowledgment
for that packet is received at the source.
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(due to the Bernoulli assumption or even if the traffic is
modeled to reflect the burstiness of ACK’s that in turn depends
on the channel model), the tail of the stationary queue-length
distribution is exponentially bounded5 [24], i.e.,

In other words, Prob [overflow] For the desired
overflow probability of this yields that the required
buffer size is Note that is the function
of the channel and the traffic characteristics and the value
of being sought. As the link utilization is increased by
increasing the decay factor decreases.

VI. CONCLUSION

The approximate performance analysis of TCP presented
here, together with the notion of effective link capacity,
provides the basis for a systematic approach to supporting TCP
over wireless links. Numerical results presented in Section IV
show the effectiveness of link-layer error recovery (also ob-
served experimentally in [6]) to achieve high link utilizations
with TCP-Tahoe on wireless links. They also validate the
analytical framework for TCP-friendly link shaping, provided
in this paper. Although the specific case of Rayleigh faded
wireless link with ARQ-based link shaping is addressed, the
framework also applies to other kinds of lossy links and link-
layer recovery mechanisms. (The method of estimating the
residual packet-loss probability at the lossy link may differ
from case to case.) The asymptotic argument presented in
Section V lends further support to these claims.

The performance of TCP-Reno is invariably worse than that
of TCP-Tahoe. This is mainly because of the lack of robustness
of TCP-Reno against multiple closely spaced losses. TCP-
Reno cuts its window by half foreachloss detected, resulting
in multiple window cutbacks for the same congestion episode.
In contrast, TCP-Tahoe cuts its window to one regardless of
the number of losses, and then grows it back rapidly during
slow start to half the value of the window at which the
first loss occurred. Thus, while TCP-Reno tries to achieve
higher throughput by avoiding the slow start phase, TCP-
Tahoe typically operates with ahigher window size during
the congestion avoidance phase, in which the bulk of packet
transfers take place. Further, the fast retransmit option, while
effective in identifying that at least one loss has occurred (as
required by TCP-Tahoe), fails to identify multiple losses, as
required for proper operation of TCP-Reno. This can lead to
an idle period due to a coarse timeout, which is another reason
for the poorer throughput attained by TCP-Reno.

Throughout this paper, attention was restricted to a single
TCP connection. When multiple connections share the bottle-
neck link, fair queueing and/or appropriate buffer management
can be used to provide isolation among different connections,
as proposed in [13], [14]. Thus, given the resources (the
bandwidth and the buffer) allocated to TCP connection at

5The effective bandwidth framework considers a Markovian source and a
deterministic channel, but the analysis extends immediately to accommodate
a Markovian channel as well.

the bottleneck, the analytical approach presented here en-
ables the estimation of realizable throughput. Conversely, QoS
(throughput) negotiations can be done on the basis of available
resources at the bottleneck link. A TCP connection seeking
a certain throughput can be admitted at the bottleneck link if
adequate resources are available to satisfy the criterion
at that throughput.
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