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ABSTRACT

Integrated circuit manufacturing costs are increasing with
decreasing device feature sizes, due to significant increases
in mask costs. At the same time, systematic processing vari-
ations due to optical proximity effects are also increasing,
making it harder to predict the circuit behavior with fi-
delity. Therefore, there is a need to implement designs using
regular circuit structures. In this paper, we present a new
structured ASIC approach which utilizes an array of 2-input
NAND gates. Our NAND2 array based circuit implemen-
tation reduces manufacturing costs, and design turn-around
times because different designs can share the same masks
up to the poly layer. The regular layout structure of our
NAND2 array also helps in reducing systematic variations.
We compared the performance of our NAND2 array with the
ASIC approach by implementing several benchmark circuits
using both methods. The experimental results demonstrate
that on average, our approach has a delay penalty of 40%,
an area penalty of 12%, and a power increase of 7%, com-
pared to an ASIC design approach. This is better than the
previously reported structured ASIC approaches. We also
performed lithographical simulations of the poly and metal
masks of the designs implemented using our approach as well
as the ASIC design approach. These lithographical simula-
tion results demonstrate that our approach has lower errors
on the poly and the Metall layers by 7% and 24% respec-
tively, compared to the ASIC approach.

Categories and Subject Descriptors: B.7.1 [Types and
Design Styles]: Gate arrays

General Terms: Design, Reliability
Keywords: ASIC, OPC, Lithography

1. INTRODUCTION

In the deep sub-micron (DSM) era, with continuously de-
creasing feature sizes, both the complexity of fabrication
processes and the severity of process variations are increas-
ing at an alarming rate. These issues present a critical chal-
lenge to manufacture reliable integrated circuit (IC) prod-
ucts economically.

With the increasing complexity of manufacturing processes,
the number and cost of a full set of masks also increasing
rapidly. In recent times, a full set of lithography masks may
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cost over $1-3M [1, 2]. It has been argued that this change
has contributed to a roughly 25% reduction [2] in appli-
cation specific integrated circuit (ASIC) starts in the last
7 years. It is commonly believed that standard cell based
ASICs are becoming prohibitively expensive except for very
high volume applications [2]. In such a situation, it would
be appealing to devise a design approach which enables a
set of designs to share a majority of the fabrication masks,
differing in only a small subset of masks. This would allow
the foundry to amortize the cost of the shared masks over a
large number of designs.

Process variations can be classified into two categories:
systematic variations and random variations [3, 4, 5]. The
systematic component is the predictable variation trend acr-
oss a chip, and is caused by spatial dependencies of device
processing, such as Chemical and Mechanical Planarizations
(CMP) effects and optical proximity effects. The random
component is caused by effects such as random fluctuation
of the number of dopants in the MOSFET channel.

According to the International Technology Roadmap for
Semiconductors (ITRS) [6], the systematic component of
variation is a substantial fraction of the total variation. Thus,
reducing the systematic component can significantly decrease
the performance variability of a design and hence, can in-
crease the yield. The variation due to optical proximity
effects is a substantial component of the total systematic
variations [5]. Optical proximity effects can affect the poly
and metal shapes which are printed on a wafer and thus af-
fect the circuit performance. The changes in the poly shapes
directly translate into channel length variations, and this im-
pacts the circuit performance significantly compared to the
metal wire variations. Therefore, variations due to the opti-
cal proximity effects should be minimized , especially in the
poly layer. An ASIC design (implemented using standard
cells) is affected by optical proximity effects because of the
lack of the regularity on the poly layer. Optical proximity
correction (OPC) is performed to deal with proximity ef-
fects. However, it is a computationally expensive process,
and performing OPC for different designs is very time con-
suming. Therefore, it would be advantageous to have a reg-
ular design approach which avoids the need to perform OPC
for all or some of the mask layers (for example the poly layer)
in a design.

To address both the above issues (i.e. the increasing cost
of the masks required for a design, and the systematic vari-
ations due to the optical proximity effects) it is desirable
to implement different designs using regular circuit struc-
tures. These regular structures allow different designs to
share most of the fabrication masks, and also reduce vari-
ations due to their layout regularity. In this paper, we in-
troduce a new structured ASIC type VLSI design approach
which utilizes array of regular 2-input NAND gates. The
NAND2 logic function is functionally complete, i.e. any logic
circuit can be realized using combinations of NAND2 gates
only [7]. Hence, it can be used to create any design.



The IC die would consist of an array of unconnected or
unrouted NAND2 gates. A manufacturer could stock the
pre-fabricated wafers in different array sizes. Note that these
arrays are fabricated upto the poly layer. To create an ASIC
for a given design, the manufacturer would map the design to
the smallest available array of NAND2 gates. The METAL
and VIA masks would be generated to customize (route)
the design. A manufacturer could realize different designs
by only changing the METAL and VIA masks for the pre-
fabricated wafers. Alternately, the manufacturer could per-
form all the fabrication steps in sequence, after generating
the custom METAL and VIA masks.

As mentioned before, the NAND2 arrays are fabricated
upto the poly layer. Therefore, different designs share the
same masks upto the poly layer. Thus, the manufacturer
could spend considerable effort in optimizing and performing
(exactly once) OPC for the poly layer mask, for maximum
yield, this effort would be amortized over a large number
of designs since they share common masks upto the poly
layer. Therefore, such an approach could result in a reduced
processing time for a new design, and reduced lithographic
errors. Processing for a modern IC can take anywhere from
3 weeks up to a few months [7]. This methodology can
therefore help reduce design turnaround time by stockpiling
wafers which have been processed up to the metalization
step. Also, this methodology simplifies the task of engi-
neering change. When a bug is discovered and the design
needs to be modified, our methodology would reduce the
cost and time to modify the design (since it requires only
METAL and VIA mask changes). We implemented sev-
eral ISCAS89 and MCNC91 benchmark circuits using our
approach. We compared the area, delay and power of sev-
eral designs implemented using our approach with the ASIC
approach (standard cell based design). The experimental
results demonstrate that on average, our approach has a de-
lay penalty of 40%, an area penalty of 12%, and a power
increase of 7% compared to an ASIC design approach. This
is better than the previously reported structured ASIC ap-
proach of [8] which has a delay overhead of 101% and an area
overhead of 508% compared to the ASIC approach. We also
performed lithographical simulations of the poly and metal
masks of the designs implemented using our approach as well
as ASIC design approach. These lithographical simulation
results demonstrate that our approach has lower errors on
the poly and the Metall layers by 7% and 24% respectively
compared to the ASIC approach. The key contributions of
this paper are:

e Developed structured ASIC methodology which uses

NAND2 array with load dependent duplicator of drivers.

e Uses NAND2 arrays.

e Achieves lower lithographical errors on the poly and
the Metall layers by 7% and 24% respectively com-
pared to the ASIC approach.

The rest of the paper is organized as follows. Section 2
briefly discusses some previous work in this area. In Sec-
tion 3 we describe our approach for implementing a design
using as array of NAND2 gates. In Section 4 we present
experimental results, followed by conclusions in Section 5.

2. PREVIOUS WORK

In the past, gate arrays [9, 10] have been used as an imple-
mentation method in which a design can be personalized via
and metal customization. This approach was popular until
standard cell based design became the dominant means to
design ICs. Such gate arrays implement much of their wiring
in polysilicon, resulting in slower designs. In this paper, the
pre-fabricated wafer consists of an array of NAND2 gates
and wiring is done on metal layers only. More recently, there
have been efforts to implement structured ASIC designs by

316

customizing METAL and VIA masks. In [11, 12, 13], the
authors propose a Field-Programmable Gate Array (FPGA)
like design methodology using CLB-like logic blocks as the
underlying circuit structure. In contrast, this approach uses
an array of NAND2 gates to form the underlying circuit
structure.

Other recent structured ASIC approaches include [14] and
[8]. In [14] the authors use a fixed size Programmable Logic
Array (PLA) as the underlying structure to implement logic.
The average delay and area overhead of this approach were
189% and 396%. Similarly, in [8], the authors utilize a Pass
Transistor Logic (PTL) based circuit fabric to implement
the design. The delay and area overhead of this approach
were on average 101% and 508% respectively. In contrast
to [14] and [8] the approach of this paper has a significantly
lower overhead 40% for delay, and 12% for area compared
to ASIC approach.

Essentially, the approach of this paper is mask programm-
able, i.e. circuit functionality can be changed by using a
different set of METAL and VIA masks. In this way, a good
compromise between the speed of standard cell based ASICs
and flexibility of FPGAs can be achieved. ASICs for 130
nm and 90 nm technology have delays per gate of 28ps and
20ps respectively, while FPGAs have gate delays of 700ps
and 500ps [15] respectively. This means that ASICs are 25x
faster than FPGAs, not to mention they are also 10x smaller
in area. As a consequence, there is a strong motivation to
develop design approaches that bridge the area and delay
gap between ASICs and FPGAs. This paper attempts to
bridge this gap.

3. OUR APPROACH

With the increasing cost of the masks required for an
ASIC design and the systematic lithographical variations
due to the optical proximity effects, it is beneficial to imple-
ment designs using the NAND2 structured ASIC approach
presented in this paper. Our approach uses NAND2 arrays
which allow different designs to share most of the fabrica-
tion masks, and also reduces lithographical variations due to
the layout regularity of the NAND2 cells in the array. The
NAND2 cell used in our approach is discussed in Section 3.1.
In Section 3.2, we provide details about mapping a design to
a NAND2 cell array. The methodology used to characterize
the NAND2 array for delay, area, power and lithographical
variations is presented in Section 3.3.

3.1 NAND2 Cell Design

A 2-input NAND gate is functionally complete. Any logic
equation can be implemented using a combination of
NAND2s. Other functionally complete sets of gates are

AND2, INV}, {OR2, INV}, and NOR2 [7]. Using the

AND2, INV} or {OR, INV} combination for a structured
ASIC is not very practical, since different designs may use
different numbers of AND2/OR2 and INV gates. Therefore,
it would be difficult to find an optimal ratio of the number
of AND2/OR2 cells to the number of INV gates that should
be used in the design. The NOR2 and NAND2 gates also
offer functional completeness. The NAND2 gate is a bet-
ter choice than the NOR2 gate because the NOR2 gate has
two PMOS transistors in series, while the NAND2 gate uses
two NMOS transistors in series. The NMOS transistor typ-
ically occupies half the area of a PMOS transistor for the
same delay; hence the NAND2 gate is the best choice as the
underlying gate in an array of gates.

The layout of the NAND2 cell used in our approach is
shown in Figure 1. The size of the NAND2 cell is 1.6um
x 2.6um. The two PMOS transistor share the output ter-
minal which is in the center. The landing sites for both
inputs and the output are all in METAL1. Note that the
NAND2 cell layout shown in Figure 1 is symmetrical along
the vertical axis up to the poly layer. This is helpful in many
ways. Firstly, when a circuit is mapped to the NAND2 ar-
ray, the placer tool can map a NAND2 gate in the circuit



Figure 1: NAND2 Cell Layout used in our approach

netlist to a NAND2 cell (in the array) in the original cell
orientation or the flipped orientation (flipped along the ver-
tical axis). This often results in a lower circuit area (i.e. a
circuit can be mapped to a smaller NAND2 array) and also
makes the router’s task easy. Secondly, symmetrical layouts
are lithography friendly. Also note that in the NAND2 cell
of Figure 1, there are no bends in the poly layer, which is
good for manufacturability reasons. The error on the poly
layer from lithography is quite low. Thirdly, with the scal-
ing of the minimum feature size of transistors, it is better
(from a manufacturability viewpoint) to have the poly on a
fixed pitch. The NAND2 cell shown in Figure 1 easily be
designed to follow this poly pitch rule. Hence, the layout of
the NAND2 cell shown in Figure 1 is lithography-friendly
and hence good for manufacturability.

3.2 Circuit Mapping to NAND2 Cell Array

To implement a circuit in NAND2 cell array we used
SIS [16]. The input to SIS is a combinational logic net-
work N (which is to be synthesized) in the Berkeley Logic
Interchange Format (BLIF) [17]. First we perform a tech-
nology independent logic optimization using script.rugged
to produce optimized logic network N*. Then we map N*
with a library L of NAND2 gates, for both area and delay
as the optimization goal. The resulting mapped gate netlist
is called N1. Our library L consists of 1x, 2x, 3x and 4x
sized NAND2 gates. Note that the 1x NAND2 cell is same
as the NAND2 cell shown in Figure 1 (it is used in NAND2
array). Also note that the 2x, 3x and 4x NAND cells are
2%, 3x and 4x sized versions of the cell shown in Figure 1.
Also the 2x, 3x and 4x NAND2 cells are used to drive
larger loads, to speed up the circuit. However, note that the
2x, 3x and 4x NAND2 cells are physically implemented by
connecting 2, 3 and 4 1x NAND2 cells in parallel, respec-
tively. Therefore, after mapping the logic network N*, we
replace all 2x NAND2 cells in N1 by 2 1x NAND?2 cells con-
nected in parallel. Similarly, we replace all 3x (4x) NAND2
cells in N1 by 3 (4) 1x NAND2 cells connected in parallel,
to yield in a new netlist N2.

The new gate netlist N2 contains only 1x NAND2 cells
(the NAND?2 cell shown in Figure 1 which is used in NAND2

array). The netlist N2 is placed and routed using the SEDSM

tool from Cadence [18]. The placement of NAND2 cells is
done on a fixed grid using QPLACE. Since N2 is required
to be mapped to a NAND2 cell array, the placement needs
to done on a fixed grid. Figure 2 shows the layout of the
NAND2 cell array used in our approach. As shown in Fig-
ure 2, NAND2 cells are placed on a grid to create a rect-
angular array of cells. Between two rows of NAND2 cells,
we leave some unused space for routing. Now, N2 is routed
using WROUTEFE to route the metal wires and to connect
the different gates in N2. This finishes the mapping of the
combinational logic network N to a NAND?2 array.

Our approach of mapping a circuit to NAND2 cell array
can also be used for sequential circuits. A D-flip-flop can
be implemented by using only NAND2 gates as shown in
Figure 3. Therefore, we can easily apply our approach to
sequential circuits as well.

317

Figure 2: NAND2 Cell Array

Q

Figure 3:
NAND2 Cells

3.3 Characterization of NAND2 array

The performance of our approach is evaluated by calcu-
lating the delay, area and power of the circuits implemented
using NAND2 arrays. We also evaluated the suitability of
our approach to lithography by performing lithographical
simulations along with OPC. This sub-section discusses the
methods and the tools used to calculate the delay, area and
power of a circuit, and also to perform OPC and lithograph-
ical simulations. We compare our approach with the stan-
dard cell based approach based on the criterion of delay,
area, power and lithographic error.

3.3.1 Delay

The delay of the circuit N2 is obtained by finding the
largest sensitizable delay (the maximum delay of the de-
sign excluding any false paths). However, we use the gate
netlist N1 for calculating the delay because we need to sep-
arately characterize the delays of the 1x, 2x, 3x and 4x
NAND2 cells (or the 2, 3 and 4 1x NAND2 cells connected
in parallel) to calculate the delay of N2. The delay is cal-
culated using the sense [19] package in SIS [16]. Sense uses
a Boolean Satisfiability solver to verify if a particular delay
(initially set to the delay found from static timing analy-
sis) is sensitizable. If no input vector is found that results
in this particular delay, the delay value is reduced until an
input vector is found. We use sense instead of static tim-
ing analysis (STA) because the sensitizable delay analysis
avoids reporting the false paths and hence give an accurate
estimate of the circuit delay. On the other hand, STA can-
not exclude false paths and therefore can report pessimistic
circuit delay values. We also use sense to calculate the delay
of a circuit implemented using the ASIC approach.

3.3.2 Power

The dynamic power of a circuit is given by Cef;-V DD?-f,
where C.y; is the total switching capacitance, VDD is the
supply voltage value and f is the frequency of the circuit
operating at. The value of f (=1/D) is calculated using the
delay of the circuit (D) obtained using the method described
in Section 3.3.1. The total switching capacitance Ccsy is
calculated using Equation 1.

>

V node k€EN2

D-Flip-Flip Implementation using

Ceps = Ck 'p];it (1)

In Equation 1, C} is the capacitance of a node k in N2,



which is the summation of the capacitance of the gate and
diffusion terminals of the devices that are connected to k.
p¥.; is the probability of transition of the node k. After we

calculate Cy and p¥;, of all nodes of N2, we can obtain the
value of Cesy and hence the dynamic power of N2 can be
calculated.

The value of C}; for all nodes of N2 is calculated by adding
the capacitance values of the gate and diffusion terminal of
the devices connected to the node k. To obtain the value
of p¥,,, the signal probability of each node in the circuit is
first calculated. The signal probability pr of a node k, is
defined as the probability that the output of node k is at
logic “17.  As described in [20], the signal probability for
every node is computed assuming that the primary inputs
have a signal probability of 0.5 (i.e. they have an equal
probability of being “0” or “1”). The probability pi for each
node is adjusted for reconvergence as explained in [20].

After we calculate py, for all nodes in N2, the probability

of transition p¥,; for node k is computed as follows. As py
is the probability of node k being at logic “1”, therefore the
probability of the same node k to be at logical “0” is 1 — py.
Then the probability of a transition of node k from “0” to
“1” as well as from “1” to “0” is (1 — pg)pk. Therefore, the

probability of transition p%,, is the sum of the probabilities
of the transition from “0” to “1”, and from “1” to “0”. Hence,

Pk is equal to 2(1 — px)pr. Now we find the value of C.y
using Equation 1 and then we can calculate the dynamic
power of N2.

3.3.3 Area

The area of a circuit is the smallest die area into which
the circuit can be placed and routed. As mentioned before,
the gate netlist N2 is placed and routed using the SEDSM
tool from Cadence [18]. The placement of cells is done using
QPLACE and the routing is done using WROUTE. All
benchmark circuits are routed using up to 4 metal layers.

3.3.4 OPC and Lithographical Simulation

We use the Clalibre tool from Mentor Graphics for Optical
Proximity Correction (OPC) and lithographical simulation.
The optical model used in our simulation has the following
settings for the different parameters. The wavelength A\ of
the optical source used is 193nm, the numerical aperture
(NA) is taken to be 0.85 and the reduction factor used is 1.0.
We used 10 kernels with an optical diameter (OD) of 2.56um
and the kernel grid of 0.01pm. Standard illumination is used
with the partial coherence factor (o) equal to 0.75. The
thickness of the resist layer used is assumed to be 200nm
and the average image density was obtained by taking the
average of the image densities at 10 different depths in the
resist layer. The resist model we used for our simulation is
a constant threshold resist (CTR) model with a threshold
value of 0.3.

After placing and routing N2 using SEDSM, we gener-
ate its stream file (gds file) and then perform the OPC of
the poly and the metal layers (Metal 1-4) using Calibre.
Lithographical simulations are then performed on all layers
obtained from OPC. After this, to calculate the error on any
layer, we XOR the layer we obtain from lithographical sim-
ulation with the original layer that we intended to print on
the wafer. The area of the layer which results from this XOR
operation is used as a measure of lithographic accuracy. We
also performed OPC and lithographical simulations of the
designs implemented using the ASIC approach. The litho-
graphical simulation results for both our approach and ASIC
approach are presented in Section 4.

4. EXPERIMENTAL RESULTS

In this section, we compare our approach of implement-
ing a design using a NAND2 array with the ASIC approach.
We designed our NAND2 cell library L and the standard cell

library L57P using a 100nm BPTM [21] model card. Our
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NAND2 cell library contains NAND?2 cells with 1x, 2x, 3x
and 4x sizes. Note that the 1x NAND2 cell is same as the
NAND2 cell shown in Figure 1 which is used in NAND2 ar-
ray. 2Xx, 3x and 4x NAND?2 cells are implemented in the
circuit by abutting 2, 3 and 4 1x NAND2 cells, and connect-

ing them in parallel. The standard cell library L°T? consists
of 1x and 2x INV, NAND2, NAND3, NOR2, NOR3, AND2,
AND3, OR2 and OR3 gates. We implemented several IS-
CAS and MCNC benchmark circuits using our approach as
well as the ASIC approach. We also optimized the designs
for both lower area (area mapped designs) and for lower de-
lay (delay mapped designs). The delay, power and area of
the circuit implemented using either our approach or ASIC
approach is calculated using the methods described in Sec-
tions 3.3.1, 3.3.2 and 3.3.3 respectively.

Table 1 reports the delay (in ps) and power (in mW) ob-
tained for several benchmark circuits using the ASIC and our
NAND2 array approaches. In Table 1, Column 1 reports the
circuit under consideration. Columns 2 to 7 report the delay
results whereas Columns 8 to 13 report the power results.
The delay results for the area mapped designs are reported
in Columns 2, 3 and 4. Columns 2 and 3 report the delay
of the circuit implemented using the ASIC and our NAND2
array approaches respectively. Column 4 reports the ratio
of the delay obtained using our NAND2 array, to the delay
of the ASIC approach. Columns 5 to 7 report the same re-
sults as Columns 2 to 4 but for delay mapped designs. The
average value of the ratios shown in the last row of Table 1
is calculated as a geometric mean. We observe that for area
(delay) mapped circuits, our NAND2 array results in higher
delay values which is on an average 1.31x (1.39x) the de-
lay of the circuits implemented using the ASIC approach.
The increase in delay is expected since the circuits are im-
plemented using only NAND2 cells. The structured ASIC
approach of [8] gives a delay value which is 2.01x the delay of
the circuit implemented using an ASIC approach (standard
cell based design). Therefore, our approach results in much
faster implementation than the approach of [8]. Columns
8 and 9 report the power of the circuit implemented using
the ASIC and NAND2 array approaches. Column 10 re-
ports the ratio of the power obtained using NAND2 array
to the power of the ASIC approach. Columns 11 to 13 re-
ports the same results as Columns 8 to 10 but for delay
mapped designs. For area mapped circuits, the NAND?2 ap-
proach used less power, as expected. On average, the power
of the circuits implemented using our approach was 0.91x
the power of standard-cell based ASIC circuits. For delay
mapped circuits, there was a slight increase in the power for
the NAND2 approach. On average, the power was 1.07x
the power of ASIC circuits. Since the NAND2 approach
is slower (as shown in Columns 2 to 7), it is expected to
consume less power (if the capacitance is kept the same).
However, since the number of cells used in the NAND2 ap-
proach is greater than the ASIC approach, the switching
capacitance is also increased. Thus, it is difficult to predict
up-front if the NAND2 approach will result in a power im-
provement. As seen from the results, area mapped circuits
used less power, and delay mapped circuits used more power
compared to their standard-cell equivalent.

We placed and routed the designs using the SEDSM tool.
Figure 4 shows a placed and routed NAND2 ASIC. Ta-
ble 2 reports the placed and routed area (in umz) of sev-
eral benchmark circuits using an ASIC and our approach.
Column 1 reports the design under consideration. Columns
2 to 4 report the area results for the area mapped designs
and the results for the delay mapped designs are reported in
Columns 5 to 7. Columns 2 and 3 report the area of a circuit
implemented using an ASIC and our NAND2 array respec-
tively. Column 4 reports the ratio of the area obtained using
NAND2 array to the area of the ASIC approach. Columns
5 to 7 reports the same results as Columns 2 to 4 but for
the delay mapped designs. We observe that our approach re-
sults in slightly larger area compared to the ASIC approach.



Delay (ps) Power (mW)
Area Mapped Delay Mapped Area Mapped Delay Mapped

Ckt. STD [ NAND2 | Ratio | STD | NAND2 [ Ratio STD [ NAND2 [ Ratio | STD [ NAND2 | Ratio
C432 1113.44 1538.54 1.38 1010.60 1463.73 1.45 0.247 0.245 0.99 0.278 0.350 1.26
alu2 1084.87 1444.80 1.33 1006.97 1378.97 1.37 0.532 0.406 0.76 0.488 0.546 1.12
apex4 820.51 1250.08 1.52 700.08 1232.05 1.76 1.625 1.049 0.65 1.636 1.485 0.91
C499 886.83 1069.66 1.21 819.75 1043.07 1.27 1.115 0.965 0.87 1.189 1.659 1.4
dalu 909.98 1273.97 1.40 841.11 1236.48 1.47 1.199 0.844 0.7 1.300 1.021 0.79

rot 888.68 1124.02 1.26 793.34 1112.23 1.4 1.115 1.377 1.24 1.348 1.578 1.17
apexb 683.96 805.79 1.18 554.80 742.83 1.34 1.329 1.612 1.21 1.856 2.075 1.12
C1908 1303.37 1446.58 1.11 1117.86 1389.45 1.24 0.576 0.607 1.05 0.681 0.786 1.16
C5315 1365.85 1614.77 1.18 1253.61 1610.80 1.28 2.108 2.377 1.13 2.235 2.642 1.18
des 923.77 1183.58 1.28 879.16 1162.60 1.32 5.201 4.804 0.92 5.796 5.561 0.96
apexl 771.34 1148.56 1.49 658.31 1126.77 1.71 1.198 1.018 0.85 1.452 1.353 0.93
apex6 694.71 852.10 1.23 667.42 826.86 1.24 1.592 1.503 0.94 1.510 1.850 1.23
C2670 846.44 1296.42 1.53 803.21 1241.26 1.55 1.308 1.120 0.86 1.483 1.252 0.84

i10 1884.52 2657.35 1.41 1714.02 2599.82 1.52 1.437 1.454 1.01 1.648 1.645 1
apex7 573.88 669.38 1.17 516.80 622.79 1.21 0.627 0.759 1.21 0.726 1.021 1.41
C3540 1622.89 1967.04 1.21 1508.09 1876.91 1.24 1.072 0.977 0.91 1.229 1.333 1.08

i8 639.06 895.36 1.40 593.87 776.95 1.31 2.567 1.404 0.55 2.760 2.258 0.82
apex3 811.87 1398.31 1.72 716.53 1369.40 1.91 1.362 0.779 0.57 1.469 1.072 0.73
C1355 887.56 1052.21 1.19 808.98 1021.62 1.26 1.006 0.917 0.91 1.220 1.604 1.31
C880 1146.90 1504.10 1.31 1126.97 1432.94 1.27 0.565 0.591 1.05 0.582 0.686 1.18
pair 1049.42 1297.20 1.24 963.62 1246.11 1.29 2.176 2.596 1.19 2.497 3.037 1.22

[AVG 1] [ [ 1.31 ] | [ 139 ] [ [ 091 ] | [ 1.07 ]

Table 1: Delay and Power of Circuits Implemented using Our and ASIC approach

Arca Mapped T Delay Mapped |

[_Cxt. STD | NAND2 | Ratio | STD | NAND2 | Ratio |

C1355 59.4 60.6 1.02 61.8 72 117
C1908 60 60.6 1.01 60.6 67.8 1.12
C2670 67.8 75 111 71 78.2 11
C3540 89.4 96.6 1.08 94.6 104 11
C432 36.2 41.8 1.15 39.4 46.6 1.18
C499 60.6 60.6 1 61.4 72 117
C5315 108 1142 1.06 111 121.4 1.09
C880 53 56.6 1.07 53.4 59.4 111
alu2 51.4 56.6 11 53.4 60.6 1.13
apexl 04 113.8 121 99.8 120 12
apex3 107 125 117 111.4 131.4 1.18
apexd 134.6 154.2 1.15 139.4 164.6 1.18
apexb 78.2 83.4 1.07 78.6 89.4 1.14
apex6 714 71 0.99 71 77 1.08
apex? 39 118 1.07 39.4 16.2 117
dalu 78.2 80 1.02 78.2 85 1.09
des 1542 161.4 1.05 161.4 168.6 1.04
i10 118.6 128.6 1.08 25.4 35.8 1.08
is 85.4 88 1.03 89.4 92.6 1.04
pair 99.8 109 1.09 103.8 114.2 11
rot 63.8 70.6 111 67.8 75 111

[[Average [ | [ 1.08 ] | [ 112 ]

Table 2: PNR Area of Circuits Implemented in pum?
using Our and ASIC Approach

On average, the area of our approach was 1.08x (1.12x) the
area of ASIC approach for the area (delay) mapped design.
The approaches of [14] and [8] result in the area which is
4.96x and 6.08x the area of circuit implemented using the
ASIC approach.

We also performed OPC and the lithographical simula-
tions of several benchmarks circuits using the Calibre tool.
The values of various parameters of the optical and resist
model used in our simulations are discussed in Section 3.3.4.
The circuits are first placed and routed using SEDSM and
then the resulting placed and routed designs are used for
OPC and lithographical simulations. The error on any layer
(poly or metal) is obtained by XORing the output layer of
the lithographical simulation and the original layer that we
intended to print on wafer. Table 3 reports the lithographi-
cal error results for the poly and Metall-4 layers for several
benchmark circuits implemented using our NAND2 array
and the ASIC approach. In Table 3, Column 1 reports the
design under consideration. Columns 2 to 11 report the re-
sults for the area mapped designs. Columns 2 to 6 reports
the result for the circuit implemented using the ASIC ap-
proach. In Column 2, the percentage error on the poly layer
(E;) is reported, which is defined as the area of the poly er-
ror layer as a percentage of the area of the desired poly layer
(i.e. the poly layer before OPC). Similarly, the percentage
errors on Metall-4 (EY™ | Y2 EY'® and EY'*) are reported
in Columns 3-6 respectively, for the ASIC approach. Col-
umn 7 reports the ratio (ER) of the percentage error on the
poly layer of the circuit implemented using our NAND2 ar-
ray approach to the percentage error on the poly layer for
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Figure 4: Placed and Routed NAND2 ASIC

the ASIC approach. Similar ratios are reported in Columns
8-11 for Metall-4 respectively. On average, for the mapped
design, the lithographical error of the NAND2 array based
approach is lower by 7% and 24% for the poly and Metall
layers, compared to the error for the ASIC approach. How-
ever, the errors of our approach are higher than the ASIC
approach for Metal2 and Metal4. The average reported in
the last row of Table 3 is calculated as an arithmetic mean.
Columns 12 to 21 reports the same results as Columns 2 to
11 but for the delay mapped designs. On average, for delay
mapped designs, the lithographical errors of NAND2 array
is lower than the errors of the ASIC approach on the poly
and Metall layers by 6% and 29% respectively. However,
the errors are again higher for the NAND2 array based im-
plementation on the Metal2-4 layers, compared to the error
of ASIC approach. Note that the lithographical error on
the poly and the local interconnect layer (i.e. METAL1) are
more crucial for the circuit performance. The error in the
poly layer translates into the channel length variations which
can affect the circuit performance significantly. Metal 1 typ-
ically has the highest sheet resistivity compared to Metal2-4
and therefore, a large error on Metall will result in unpre-
dictable circuit performance and can even leads to the effects
like electromigration. In this context, our NAND2 array
based circuit implementation performs significantly better
than the ASIC approach.

The experimental results demonstrate that our structured
ASIC type VLSI design approach is better than the previ-
ously reported structured ASIC approaches [14, 8]. On aver-
age, the area (delay) of the circuits implemented using our
NAND2 array is 1.12x (1.4x) the area (delay) of the cir-
cuits implemented using the ASIC approach. The approach
of [14] gives an area (delay) value which is 4.96x (2.89x)



Area Mapped Delay Mapped
ASIC Approach NAND?2 Array ASIC Approach NAND?2 Array

Ef: E({W] E({\i E(;I Eg\(')14 E}F{ E%{l E%’Q ng:} E}}¥T4 El E(Z\jl E({ko/IZ E;’WD/IS E({\/I/l Eg E}]%‘fl EgIZ ng& E%’A
4.82 2.77 3.39 2.5 3.2 0.90 0.73 1.08 0.99 1.05 4.62 2.65 3.12 2.35 2.6 0.94 0.71 1.24 1.10 1.07
4.75 2.74 C 2.32 2.34 0.92 0.75 1.15 1.01 1.13 4.69 2.67 2.88 2.35 2.4 0.93 0.71 1.19 1.03 1.11
4.65 2.64 3 C 2.52 4.55 0.94 0.77 1.14 0.94 0.60 4.58 2.59 3.05 2.5 3.76 0.95 0.73 1.23 1.00 0.76
4.79 2.73 3. 2.34 2.03 0.91 0.75 1.13 0.99 1.29 4.67 2.69 2.93 2.31 1.94 0.93 0.71 1.16 1.06 1.31
4.66 2.77 2.94 2.3 2 0.94 0.75 1.14 1.01 1.38 4.62 2.77 2.89 2.39 1.95 0.94 0.69 1.18 1.00 1.24
4.79 2.73 3.04 2.34 2.03 0.91 0.75 1.10 0.98 1.35 4.68 2.71 2.88 2.33 2.29 0.93 0.70 1.17 1.04 0.95
4.67 2.65 3.09 2.37 3.03 0.93 0.77 1.13 1.00 1.09 4.59 2.62 3.14 2.3 3.78 0.95 0.72 1.22 1.11 0.69
4.62 2.62 3.27 2.4 3.41 0.94 0.77 1.06 0.97 0.71 4.58 2.58 3.01 2.39 2.57 0.95 0.73 1.17 1.07 1.20
4.69 2.74 3.04 2.45 2.74 0.93 0.75 1.16 1.03 1.22 4.65 2.68 2.98 2.47 3 0.94 0.70 1.18 1.01 1.17
4.69 2.71 2.96 2.29 2.1 0.93 0.76 1.13 1.03 1.12 4.66 2.67 2.91 2.35 2.41 0.94 0.71 1.17 1.05 1.10
0.93 0.76 1.12 1.00 1.09 0.94 0.71 1.19 1.05 1.06

Table 3: Lithographical Simulation Results

Figure 5: Error Layers for Poly and Metall-4 of
NAND2 ASIC

the area (delay) value of the ASIC approach. The approach
of [8] results in a circuit area (delay) of 6.08x (2.01x) the
delay of ASIC approach. Therefore, our NAND2 array based
circuit implementation approach is much better than the ap-
proaches of [14, 8]. Lithographical simulation results demon-
strate that our approach is more lithography friendly than
the ASIC approach and hence good from a manufacturabil-
ity point of view.

5.  CONCLUSIONS

With the increasing cost of the masks required for an
ASIC design, and the systematic variations due to the op-
tical proximity effects, it is desirable to implement designs
using regular circuit structures. In this paper, we present a
new structured ASIC type VLSI design approach which uti-
lizes an array of a regular 2-input NAND gates. Our NAND2
array based circuit implementation reduces the manufactur-
ing cost because different designs share the same masks up to
the poly layer. The regular layout structure of our NAND2
array also helps in reducing the systematic variations. We
compared the performance of our NAND2 array with the
ASIC approach by implementing several benchmark circuits
using both methods. The experimental results demonstrate
that on average, our approach has a delay penalty of 40%,
an area penalty of 12%, and a power increase of 7% com-
pared to an ASIC design approach. This is better than the
previously reported structured ASIC approaches. We also
performed lithographical simulations of the poly and metal
masks of the designs implemented using our approach as well
as the ASIC design approach. These lithographical simula-
tion results demonstrate that our approach has lower errors
on the poly and the Metall layers by 7% and 24% respec-
tively compared to the ASIC approach.
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