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Abstract

In this paper we consider the problem of monitoring detecting separation of agents from a base station in robotic

and sensor networks. Such separation can be caused by mobility and/or failure of the agents. While separation/cut

detection may be performed by passing messages between a node and the base in static networks, such a solution is

impractical for networks with high mobility, since routes are constantly changing. We propose a distributed algorithm

to detect separation from the base station. The algorithm consists of an averaging scheme in which every node updates

a scalar state by communicating with its current neighbors.We prove that if a node is permanently disconnected from

the base station, its state converges to 0. If a node is connected to the base station in an average sense, even if not

connected in any instant, then we show that the expected value of its state converges to a positive number. Therefore, a

node can detect if it has been separated from the base stationby monitoring its state. The effectiveness of the proposed

algorithm is demonstrated through simulations, a real system implementation and experiments involving both static as

well as mobile networks.

Keywords: mobile ad-hoc network, robotic network, sensor network, fault detection

1. Introduction

Sensor and robotic networks is a quickly developing area extending the boundaries of traditional robotics and

usual sensor networks [1, 2]. In such a network, static as well as mobile nodes (robots) with varying levels of sensing,

communication and actuation capability are used to observe, monitor, and control the state of physical processes. For

example, in a scenario depicted in Figure 1, a team of ground robots may serve as information aggregators from a

large number of static sensors deployed in an area as well as relays to send the processed data to more maneuverable

autonomous aerial vehicles. We refer to all the devices thattake part in sharing information, whether static or mobile

asnodesor agents. Thus in Figure 1 the agents are the chopper, the mobile ground vehicles and the static sensors.

The communication topology of a robotic and sensor network is likely to change over time. Such changes can

occur not only due to the mobility of the robotic nodes, but are also likely with static agents due to failures. An agent

may fail due to various factors such as mechanical/electrical problems, environmental degradation, batterydepletion,

or hostile tampering. These causes are especially common for networks deployed in harsh and dangerous situations

for applications such as forest fire monitoring, battlefieldor emergency response operations [3].
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Figure 1: A heterogeneous robotic sensor network: ground robots aggregating information collected from a large numberof static sensor nodes and

relaying to an aerial robot.

Information exchange through wireless communication is a crucial ingredient for a sensor and robotic network

system to carry out the tasks it is deployed for. Long range information exchange between agents is usually achieved

by multi-hop wireless communication. In mobile networks, it is quite possible that the agents get separated into two or

more sub-networks with no paths for data routing among thesesub-networks. We say that acut has occurred in such

an event. A node that is disconnected from the base station atsome time may also get reconnected later, e.g., when a

mobile node moves in such a way that it restores connectivitybetween two disconnected sets of agents. In a robotic

and sensor network, cuts can occur and disappear due to a combination of node mobility and node failure.

Multi-hop transmission typically requires routing data from a source node to a sink node, which is usually the

base station. In a network with highly dynamic topology – common for sensor and robotic networks - maintaining

updated routing tables, or discovering routing paths on demand, are challenging and energy inefficient tasks [4]. In

such situations, sometimes information transfer from a node to a base station is accomplished by waiting till the node

comes within range of the base station or to another node thatis close to the base station [5]. In either scenario, it

is imperative for the agents to know if a cut occurs, so necessary action can be taken. For example, once a cut is

detected, mobile robots can attempt to heal the network by repositioning themselves or placing new communication

relay nodes in critical regions. There are other advantagesof an ability to detect separation from the base. If a node

that is separated from the base station initiates data transmission to the base station, it will only lead to wastage of

precious on-board energy of itself and its nearby nodes thatattempt to route the packets to the base station, since no

path to the destination exists. Therefore, after a cut occurs it is better for such nodes not to initiate any long-long

information transfer. This requires the nodes to be able to monitor their connectivity to the base station. In addition,
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any proposed solution for separation detection cannot relyon centralized information processing, since separation will

prevent information from reaching the central node.

A cut is defined for static networks as the separation of the network into two or more disjoint components [6].

However, for mobile networks we need to distinguish betweena node getting disconnected from the rest of the nodes

temporarily, for a short time interval, from getting disconnected for a very long time interval, or in the extreme case,

all future time. A node may get disconnected temporarily dueto mobility, or due to the failure of certain nodes, and

then reconnected later. The more dynamic the topology is, the more likely that disconnections and re-connections will

occur frequently. Therefore, what is needed is an ability ofthe nodes to detect if it has been disconnected from the

source for a long enough time that will seriously hamper its ability to send data to the base station if the need arises.

If the disconnection is for a very short period, that is not a serious cause for concern as the node can simply wait for a

brief period to see if it gets connected again, which may occur due to the motion of itself or other nodes. We refer to

the first asintermittent disconnectionwhile the second is calledpermanent disconnection. The qualifier “permanent”

is qualitative, it merely means “long enough” to necessitate some action on the part of the node as discussed earlier.

However, little attention has been paid to the problem of detecting cuts. Notable exceptions are Kleinberget

al. [7] - who study the problem of detecting network failures in wired networks – and Shrivastavaet al. [6] and

Barooah [8], who propose algorithms for detecting cuts in wireless sensor networks. The problem of detecting cuts

in mobile networks has attracted even less attention. The solutions proposed in [9, 10] require routing packets from

the base station to each node periodically. When a node failsto receive this packet for a certain amount of time,

it suspects that a cut has occurred. This approach, however,requires routing data between far away nodes, which

is challenging in networks of mobile nodes. While algorithms for coordinating the motion of the agents to ensure

network connectivity has been developed in recent times (see, for example, [11]), such algorithms cannot guarantee

network connectivity under all circumstances. This is especially true when the robotic agents are operating in harsh

and uncertain environments. Thus, there is a need to developdistributed algorithms for cut detection in robotic and

sensor networks.

In this paper we describe a simple algorithm for cut detection in robotic and sensor networks. The algorithm

is applicable to networks made up of static or mobile agents,or a combination of the two. This algorithm – called

Distributed Source Separation Detection (DSSD) algorithm– is designed to allow every node to monitor if it is con-

nected to a specially designated node, the so-calledsource node, or if it has been disconnected from the source node.

The source node is usually a base station. The reason for thisterminology comes from an electrical analogy that the

algorithm is based on. The idea is quite simple: imagine the wireless communication network as an electrical circuit

where current is injected at the source node. When a cut separates certain nodes from the source node, the potential

at these nodes becomes zero. If a node is connected to the source node through multi-hop paths, either always or in

a time-average sense, the potential is positive in a time-average sense. In the DSSD algorithm, every nodes updates a

scalar (called itsstate) which is an estimate of its virtual potential in the fictitious electrical network. The state update

3



is performed by a distributed algorithm that only requires anode to communicate to its neighbors. By monitoring their

computed estimates of the potential, nodes can detect if they are connected to the source node or not. In addition,

the iterative scheme used in computing the node potentials is extremely fast, which makes the algorithm scalable to

large networks. The proposed DSSD algorithm is fully distributed and asynchronous. It requires communication only

between neighbors, multi-hop routing between node pairs that are not neighbors is not needed.

Performance of the algorithm in networks of static nodes wasexamined through simulations previously in [8].

Here we extend the algorithm to both static and mobile networks. In the mobile case, by modeling the evolution of

the network over time as a Markov chain, we show that the node states converge to positive numbers in an expected

sense as long a path exists in a time-average sense between the node and the base station. The performance of the

algorithm has been tested in simulations as well as in an experimental platform with mobile robots and human agents.

These tests demonstrate the effectiveness of the algorithm in detecting separation (and reconnection) of nodes in both

static and mobile networks. Since there is no existing priorwork on the problem of detecting separation in mobile

networks that can operate without multi-hop routing, we donot present comparison of the proposed algorithm with

existing algorithms for cut detection.

The rest of the paper is organized as follows. In Section 2 we introduce the DSSD algorithm. The rationale behind

the algorithm and its theoretical properties are describedin Section 3. Sections 4 and 5 describe results from computer

simulations and experimental evaluations. The paper concludes with a summary in Section 6.

2. The Distributed Source Separation Detection (DSSD) Algorithm

We introduce some terminology about graphs that will be needed to describe the algorithm and the results precisely

(see for example the excellent treatise by Diestel [12]). Given a setV = {v1, . . . , vm} of m elements referred to as

vertices, and a setE = {(vi , v j) | vi, v j ∈ V} of edges, a graphG is defined as the pair (V,E). A sensor network is

modeled as a graphG = (V,E) whose vertex setV corresponds to the wireless sensor nodes and whose edgesE

describe direct communication between nodes. The size of a graphG is the number of its vertices|V|. The graphs

formed by the nodes of the sensor and robotic network are assumed to beundirected, i.e. the communication between

two nodes is assumed to be symmetric. In the language of graphtheory, the edges of an undirected graph are unordered

pairs with the symmetry relation (vi , v j) = (v j, vi). Theneighborsof vertexvi is the setNi of vertices connected tovi

through an edge, i.e.Ni = {v j |(vi , v j) ∈ E}. The number of neighbors of a vertex|Ni | is called itsdegree. A graph is

calledconnectedif for every pair of its vertices there exists a sequence of edges connecting them.

In a mobile sensor and robotic networks the neighbor relationship can change with time, so the graph in our study

are in general time varying:G(k) = (V,E(k), wherek = 0, 1, . . . is a discrete time index. Note that we assume the

setV of nodes does not change over time; though certain nodes may fail permanently at some time and thereafter not

take part in the operation of the network.
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In the proposed scheme, every nodevi maintains a scalar variablexi(k) in its local memory, which is called its

state. The base station is designated as thesource node, though in principle any node can be the source node. The

reason for this terminology will be explained soon. For easeof description (and without loss of generality), the index

of the source node is taken as 1. The DSSD algorithm is an iterative process consisting of two phases at every discrete

step: (i)State Updateand (ii) Cut Detection from State.

DSSD PHASE I (State update law): The scalar statexi(k) assigned to nodevi is iteratively updated (starting with

xi (0) = 0) according to the following update rule. Recall that the indexi = 1 corresponds to the source node.

xi(k+ 1) =







































1
d1(k)+1

















∑

v∈N1(k)

xi(k) + s

















1
di (k)+1

∑

v∈Ni(k)

xi(k)

i = 1

i > 1
. (1)

whereNi(k) is the set of neighbors ofvi in graphG(k) anddi(k) := |Ni(k)| is the degree ofvi (number of neighbors) at

time k, and thes > 0 is an arbitrary fixed positive number that is called thesource strength. The source strength is a

design parameter and has to be provided to the source node a-priori.

DSSD PHASE II (Cut detection from state): Every nodevi maintains determines its connectivity to the source

node by comparing its statexi(k) to thecut detection thresholdǫ (a small positive number) as follows:

cut beliefi(k) =



























0 xi(k) > ǫ

1 xi(k) ≤ ǫ
(2)

where cutbeliefi = 1 means the node believes it is disconnected from the source and 0 means it believes it is connected

to the source.

The rationale for the algorithm comes from the interpretation of the states in terms of the potentials in an electrical

circuit. If the network does not change with time, then the state of a node that is connected to the source converges

to positive number that is equal to its electrical potentialin a fictitious electrical network. If a node is disconnected

from the source then its state converges to 0. When the network is time-varying, then too the states can be shown to

converge in a mean-square sense to either positive numbers or 0 depending on whether the node is connected or not

(in some appropriate stochastic sense) to the source. We discuss the details of the electrical analogy and the theoretical

performance guarantees that can be provided for the proposed algorithm in the next section.

We note that the cut detection thresholdǫ is a design parameter, and it has to be provided to all the nodes a-priori.

The value ofǫ chosen depends on the source strengths. Smaller the value ofs, the smaller the value ofǫ that has to be

chosen to avoid false separation detection. We also note that the algorithm as described above assumes that all updates

are done synchronously, or, in other words, every node shares the same iteration counterk. In practice, the algorithm is

executed asynchronously without requiring any clock-synchronization or keeping a common time counter. To achieve

this, every node keeps a buffer of the last received states of its neighbors. If a node doesnot receive messages from

a neighbor during a time-out period, it updates its state using the last successfully received state from that neighbor.
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Figure 2: A graph describing a sensor network (left), and theassociated electrical network (right). In the electrical network, one node is chosen as

the source that injectss Ampere current into the network, and additional nodes are introduced (fictitiously) that are grounded, through which the

current flows out of the network. The thick line segments in the electrical network are resistors of 1Ω resistance.

When a node does not receive broadcasts from one of its neighbors for sufficiently long time, it removes that neighbor

from its neighbor set and carries on executing the algorithmwith the remaining neighbors.

3. Algorithm Explanation and Theoretical Results

When the graph does not change with time, i.e.,G(k) = G for someG, the state update law is an iterative method

for computing the node potentials in a fictitious electricalnetworkGe = (Ve,Ee) that is constructed from the graphG

as follows. First, defineVe := V ∪ {g} whereg is a fictitiousgrounded node gand next, introducen additional edges

to connect each of then node inV to the nodeg with a single edge. So the edges inEe consist of the edges inE and

the newly introduced edges. Now an electrical network (Ge, 1) is imagined by assigning to every edge ofGe a unit

resistance. Figure 2 shows a physical network and the corresponding fictitious electrical network. It can be shown that

in a time invariant network, the node states resulting from the state update law always converge to constants [8]. In

fact, the limiting value of a node state in a graphG is the potential of the node in the fictitious electrical networkGe in

which s Ampere current is injected at the source node and is extracted at a fictitious grounded node; which is always

maintained at potential 0 by virtue of being grounded (see Theorem 1 of [8]).

The evolution of the node states for astatic network of nodeswas analyzed in [8], where it was shown that for a

time invariant graph that is connected (and therefore everynode is connected to the source), the state of every node

converges to a positive number (see Theorem 1 of [8]). For nodes that are disconnected from the source, it was shown

that their states converge to 0, and in fact this result holdseven if the component(s) of nodes that are disconnected

from the source are changing with time due to mobility etc. Westate the precise result below:

Theorem 1. [8] Let the nodes of a sensor network with an initially connected undirected graphG = (V,E) execute

the DSSD algorithm starting at time k= 0 with initial condition xi(0) = 0, i = 1, . . . , |V|. If a node vi gets disconnected

from the source at a timeτ > 0 and stays disconnected for all future time, then its state xi(k) converges to0 as k→ ∞.

This result is useful in detecting disconnection from the source; if the state of node converges to 0 (which can be

determined by checking if it becomes smaller than a threshold), then the node detects that it is disconnected from the

source. This partially explains the logic behind the Phase II of the algorithm.
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To detect connectivity to the source, we have to answer the question: how do the states of nodes that areintermit-

tently connectedto the source due to their own – or other nodes’ – mobility evolve? In a mobile network the graph at

any time instant is essentially random since it depends on which nodes are within range of which other nodes at that

instant, which is difficult to predict in all but the most trivial situations. We therefore model the evolution of the graph

G(k) as a stochastic process. In that case the state of every nodealso is a random variable, whose value depends on the

evolution of the graphs. Assuming the evolution of the graphcan be described by a Markov chain, we then show that

the node states converge in the mean square sense. Meaning, the mean and variance of each node’s state converge to

specific values. We also provide formulas for these values.

We consider the case when the sequence of graphs{G(k)}∞k=0 can be modeled as the realization of a Markov chain,

whose state spaceG := {G1, . . . ,GN} is the set of graphs that can be formed by the mobile nodes due to their motion.

The network at timek can be any one of the elements of the setG, i.e.,G(k) ∈ G. The Markovian property means that

if G ∈ G, then Pr(G(k + 1) = G|G(k)) = Pr(G(k + 1) = G|G(k),G(k − 1), . . . ,G(0)), where Pr(·) denotes probability.

A simple example in which the time variation of the graphs satisfies the Markovian property is that of a network of

static nodes with unreliable communication links such thateach link can fail temporarily, and the failure of each edge

at every time instantk is independent of the failures of other links and the probability of its failure is time-invariant.

Another example is a network of mobile agents whose motion obeys first order dynamics with range-determined

communication. Specifically, suppose the position of nodevi at timek, denoted bypi(k), is restricted to lie on the

unit sphereS2 = {x ∈ R3|‖x‖ = 1}, and suppose the position evolution obeys:pi(k + 1) = f (pi(k) + ∆i(k)), where

∆i(k) is a stationary zero-mean white noise sequence for everyi, and E[∆i(k)∆ j(k)T ] = 0 unlessvi = v j . The function

f (·) : R3 → S2 is a projection function onto the unit-sphere. In addition,suppose (vi, v j) ∈ E(k) if and only if the

geodesic distance between them is less than or equal to some predetermined range. In this case, prediction ofG(k+ 1)

givenG(k) cannot be improved by the knowledge of the graphs observed prior to k: G(k− 1), . . . ,G(0), and hence the

change in the graph sequence satisfies the Markovian property. If no restriction is placed on the motion of the nodes

or edge formation, the number of graphs in the setG is the total number of distinct graphs possible withn nodes. In

that case,N = 2
1
2 n(n−1), whereN := |G|. If certain nodes are restricted to move only within certaingeographic areas,

N is less than this maximum number.

We assume that the Markov chain that governs the evolution ofthe graphs{G(k)}∞k=0 is homogeneous, and denote

the transition probability matrix of the chain byP. The following result states under what conditions the nodestates

converge in the mean square sense and when the limiting mean values are positive. The proof of the result is provided in

Section 3.1. In the statement of theorem, thestate vectoris the vector of all the node states:x(k) := [x1(k), . . . , xn(k)]T,

and theunion graphĜ := ∪N
i=1Gi is the graph obtained by taking the union of all graphs in the set G, i.e., Ĝ =

(V,∪N
i=1Ei).

Theorem 2. When the temporal evolution of the graphG(k) is governed by a Markov chain that is ergodic, the state

vectorx(k) converges in the mean square sense. More precisely, for every initial conditionx(0), there exists vector
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(a) G1

1 2

4 3

(b) G2

Figure 3: An example of two graphsG1 andG2 that appear at different times due to the motion of 4 mobile nodes. If these two graphs form the set

of all possible graphs that can ever appear, thenG = {G1,G2}. Note that neitherG1 norG2 is connected, but the union graph∪iGi is.

µ ∈ Rn and a symmetric positive semi-definite matrixQ so thatE[x(k)] → µ andE[x(k)x(k)T] → Q. Moreover, the

vectorµ is entry-wise non-negative. If P is entry-wise positive, wehaveµ(i) > 0 if and only if there is a path from

node vi to the source node v1 (with index 1) in the union grapĥG.

Theorems 2 and 1 together explain the rationale behind PhaseII of the DSSD algorithm. The state of a node

converges to 0 if and only if it is permanently disconnected from the source. If it is connected to the source in the

union graph, meaning it is connected in a time-average sense(even if it is not connected in every time instant), then

the expected value of its state converges to a positive number. As a result, a node can detect if it is connected to the

source or not simply by checking if its state has converged to0, which is done by comparing the state to the threshold

ǫ.

A closed-form expression for the limiting mean of the nodes states, i.e., the vectorµ, and its correlation matrixQ,

is also provided in Lemma 1 in Section 3.1. We refrain from stating them here as the expressions require significant

amount of terminology to be introduced. The ergodic property of the Markov chain assumed in Theorem 2 ensures

that the chain has a steady state distribution which is an entry-wise positive vector. Intuitively, ergodicity of the chain

means that every graph in the setG appears infinitely often as time progresses. In other words,the networkG(k) does

not get stuck in one of the graphs in the setG. As a result, if a node is connected to the source in the union graph, even

if it is not connected to the source in any one of the graphs that can ever appear, there is still a path for information

flow between the source node and this node over time. Figure 3 shows a simple example in which the networkG(k)

can be only one of the two graphs shown in the figure. Node 4 is disconnected from the source at everyk, but it is

connected in a time-average sense since information from the source node 1 can flow to 2 in one time instant when

the graphG1 occurs and then from 2 to 4 in another time instant whenG2 occurs. In a such a situation the theorem

guarantees that the expected value of the state of the node 4 will converge to positive number. Thus, node 4 can detect

that it is connected to the source in a time-average sense. Onthe other hand, if a node is not connected to the source in

the union graph there is no path for information flow between itself and the source over all time. This is equivalent to

the node being permanently disconnected from the source, sothe result that the mean of the node’s state converges to

0 is consistent with the result of Theorem 1. The condition thatP is entry-wise positive means that there is a non-zero
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probability that the network at timek can transition into any one of the possible graphs at timek+1, even though most

of these probabilities maybe small. We believe this sufficient condition is merely an artifact of our proof technique,

and in fact, this is not a necessary condition for convergence to occur.

Remark 1. An advantage of the DSSD algorithm is that its convergence rate for a time-invariant network is indepen-

dent of the number of agents in the network (Lemma 1 in [8]). This makes the algorithm scalable to large networks.

The convergence rate of mean and variance of the nodes statesto their limiting values in the mobile case, however,

requires further research.

3.1. Proof of Theorem 2

We start with some notation. letD(k) be thedegree matrixof G(k), i.e., D(k) := diag(d1(k), . . . , dn(k)). If node i

fails atk0, we assigndi(k) = 0 andNi(k) = φ (the empty set) fork ≥ k0. Let A(k) be theadjacency matrixof the graph

G(k), i.e.,Ai, j(k) = 1 if (i, j) ∈ E(k), and 0 otherwise. With these matrices, (1) can be compactlywritten as:

x(k+ 1) = (D(k) + I )−1 (A(k)x(k) + s e1) (3)

wheree1 = [1, 0, . . . , 0]T. Recall that the source node has been indexed as nodev1. The above can be written as

x(k+ 1) = J(k)x(k) + B(k)w(k) (4)

where the matricesJ, B and the vectorw are defined as

J(k) := (D(k) + I )−1A(k), B(k) = (D(k) + I )−1, w(k) := se1. (5)

Under the assumption that the temporal evolution of the graphsG(k) is governed by a Markov chain, we can write (3)

in the standard notation ofjump-linear system[13]

x(k+ 1) = JG(k)x(k) + BG(k)w(k) (6)

whereJG(k) = J(k), BG(k) = B(k), andw(k) = w = se1. This notation is used to emphasize that the state and input

matricesJ andB of the linear system (6) change randomly, and the transitionis governed by a Markov chain.

Let µ(k) := E[x(k)], Q(k) := E[x(k)x(k)T ] be the mean and correlation of the state vectorx(k), respectively. We

need the following definitions and terminology from [13] to provide expressions for these quantities as well as to state

conditions for the convergence of the mean and correlation.LetRm×n be the space ofm× n real matrices. LetHm×n be

the set of all N-sequences of realm× n matricesYi ∈ R
m×n. That is, ifY ∈ Hm×n thenY = (Y1,Y2, . . . ,YN), where each

Yi is anm× n matrix. The operatorsϕ andϕ̂ are defined as follows: let (yi) j ∈ R
m be the j-th column ofYi ∈ R

m×n,

then

ϕ(Yi) :=





































(yi)1

...

(yi)n





































and ϕ̂(Y) :=





































ϕ(Y1)
...

ϕ(YN)





































(7)
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Hence,ϕ(Yi) ∈ Rmn and ϕ̂(Y) ∈ RNmn. Similarly, define an inverse function ˆϕ−1 : RNmn → Hm×n that produces an

element ofHm×n given a vector inRNmn. ForXi ∈ R
n×n for i = 1, . . . ,N, define

diag[Xi] :=





































X1 . . . 0
...

. . .
...

0 . . . XN





































∈ RNn×Nn. (8)

For a set of square matricesCi j ∈ R
m×m, i, j = 1, . . . ,N, we also use the notationC = [Ci j ] to denote the following

matrix:

C = [Ci j ] :=



















































C11 C12 . . . C1N

C21 C22 . . . C2N

. . . . . . . . . . . .

CN1 CN2 . . . CNN



















































∈ RNm×Nm

In context of the jump linear system (6), define the matrices

C := (PT ⊗ In)diag[Ji] ∈ RNn

D := (PT ⊗ In2)diag[Ji ⊗ Ji ] ∈ RNn2
, (9)

whereIn is then×n identity matrix,P is the transition probability matrix of the Markov chain and⊗ denotes Kronecker

product. Note that the matricesC andD can be expressed, using the notation introduced above, as

C = [p ji J j ] D = [p ji F j] whereFi := Ji ⊗ Ji , (10)

wherepi j is (i, j)-th entry ofP andπ ∈ R1×N is the stationary distribution of the Markov chain, which exists due to the

ergodicity directly followed by assumption of positiveP.

For a matrixX, we writeX � 0 to mean thatX is entry-wise non-negative and writeX ≻ 0 to meanX � 0 and

X , 0. If every entry ofX is positive, we writeX ≻≻ 0. For a matrixX, X ≥ (>)0 means it is positive semi-definite

(definite). For two matricesX andY of compatible dimension, we writeX � Y if Xi j ≥ Yi j for all i, j, and writeX ≻ Y

if X � Y andX , Y. For a vectorx, we writex � 0 to meanx is entry-wise non-negative,x ≻ 0 to meanx is entry-wise

non-negative and at least one entry is positive, andx ≻≻ 0 to mean every entry ofx is positive. The fact that bothJ

andB are entry-wise non-negative will be useful later.

We will also need the following technical results to prove Theorem 2.

Proposition 1 ([14], Theorem 3.2). Let C = [Ci j ] ∈ Rmn×mn be a block m× m matrix, where Ci j are non-negative

n× n matrices for all i, j = 1, . . . ,m and letC̃ = [‖Ci j ‖] ∈ Rm×m, where‖ · ‖ is either the induced 1-norm (‖ · ‖1) or the

induced∞-norm (‖ · ‖∞). Thenρ(C) ≤ ρ(C̃).

Proposition 2. LetG be an undirected graph with n nodes, and let J= (D+ I )−1A, where D and A are the degree and

adjacency matrices, respectively.‖J‖∞ < 1 and‖J ⊗ J‖∞ < 1.

10



Proof. Based on examining the structure ofJ, we see thatJi j =
1

di + 1
1{Ni }( j), where 1{A}(x) is 1 if x ∈ A and 0

otherwise. Obviously,J is non-negative matrix and so isJ ⊗ J. Meanwhile, each row sum ofJ is at mostn − 1/n,

wheren is the number of nodes. Therefore‖J‖∞ ≤ n−1
n < 1, which leads to‖J ⊗ J‖∞ = ‖J‖∞‖J‖∞ < 1, where the

equality is a result of properties of the Kronecker product [15, Section 2.5].

Proposition 3. If the temporal evolution of the graphG(k) is governed by a Markov chain that is ergodic, then we

haveρ(C) < 1 andρ(D) < 1, whereC,D are defined in(9).

Proof. Sinceρ(C) = ρ([p ji J j ]) (see (10)), we obtain by applying Proposition 1 that

ρ(C) ≤ ρ(
[

‖p ji J j‖∞
]

) = ρ(
[

p ji ‖J j‖∞
]

),

where the equality follows frompi j ’s being probabilities and therefore non-negative. Since‖J‖ < 1 (Proposition 2),

it follows thatPT ≻ [p ji‖J j‖∞]. Since bothPT and [p ji ‖J j‖∞] are non-negative, andPT is irreducible (which follows

from the ergodic assumption of the Markov chain), it followsfrom Corollary 1.5 of [16, pg. 27] thatρ([p ji‖J j‖∞]) <

ρ(PT) = ρ(P) = 1, the last equality being a property of a transition probability matrix. This proves thatρ(C) < 1.

To show thatρ(D) < 1, sinceρ(D) = ρ([p ji F j ]) (see (10)), we obtain by applying Proposition 1 that

ρ(D) ≤ ρ(
[

‖p ji F j‖∞
]

) = ρ(
[

p ji ‖F j‖∞
]

),

where the equality follows frompi j ’s being probabilities and therefore non-negative. Since the scalars‖F j‖∞ satisfy

‖F j‖∞ < 1 for each j (see Proposition 2), it follows thatPT ≻ [p ji ‖F j‖∞]. Since bothPT and [p ji ‖F j‖∞] are non-

negative, andPT is irreducible (which follows from the ergodic assumption of the Markov chain), it follows from

Corollary 1.5 of [16, pg. 27] thatρ([p ji ‖F j‖∞]) < ρ(PT) = ρ(P) = 1, the last equality being a property of a transition

probability matrix. This proves thatρ(D) < 1.

The proof of Theorem 2 will require the following result.

Lemma 1. Consider the jump linear system(6) with the an underlying Markov chain that is ergodic. Ifρ(D) < 1,

whereD is defined in(9), then the statex(k) of the system(6) converges in the mean square sense, i.e.,µ(k) → µ and

Q(k)→ Q, whereµ and Q are given by

µ :=
N
∑

i=1

q(i) Q :=
N
∑

i=1

Qi . (11)

where

[q(1)T , . . . , q(N)T ]T = q := (I − C)−1ψ (q ∈ RNn)

(Q1, . . . ,QN) = Q := ϕ̂−1
(

(I −D)−1ϕ̂(R(q))
)

, (Q ∈ Hn×n)

11



where

ψ := [ψT
1 , . . . , ψ

T
N]T ∈ RNn and ψ :=

N
∑

i=1

pi j Biwπi ∈ R
n

R(q) := (R1(q), . . . ,RN(q)) ∈ Hn×n and Rj(q) :=
N
∑

i=1

pi j (BiwwT BT
i πi + Jiq

(i)wT BT
i + Biwq(i)T JT

i )) ∈ Rn×n,

andC is defined in(9), πi is the i-th entry of the steady state distribution of the Markov chain, and Ji , Bi are the system

matrices in(6). Moreover,µ � 0.

Proof. The first statement about mean square convergence follows from standard results in jump linear systems, as do

the expressions for the mean and correlation; see [13, Proposition 3.37]. Note that the existence of the steady state

distributionπ follows from the ergodicity of the Markov chain.

To show thatµ is entry-wise non-negative, note that sinceρ(C) < 1 (Proposition 3), we haveM := (I − C)−1 =

∑∞
k=0 Ck. Thus,M � 0 sinceC is non-negative (which follows from the fact thatP ≻ 0 andJi � 0’s). It follows from

the expression forψ that it is also non-negative vector. This shows thatq = (I − C)−1ψ � 0, which impliesµ � 0.

Now we are ready to prove Theorem 2

Proof of Theorem 2.It follows from Proposition 3 that under the hypothesis of the Markov chain being ergodic, we

haveρ(D) < 1. It then follows from Lemma 1 that the state converges in themean square sense, which proves the first

statement of the theorem. Note that the limiting mean and correlation of the state is also provided by Lemma 1.

We already know from Lemma 1 thatµ � 0. To prove the last statement of the theorem, thatµ(u) > 0 if and

only if there is a path between nodeu and the source node 1 in the union graph, we have to look at the structure of

the tall vectorq in (11) more carefully, sinceq completely determinesµ. With some abuse of notation, from now on

the source node will be referred to as node 1 instead ofv1. Note thatπ ≻≻ 0 which follows from ergodicity,P ≻≻ 0

by assumption,Bi is a diagonal matrix with positive diagonal entries for every i (follows from its definition), and

w = se1, wheres > 0 ande1 = [1, 0, . . . , 0]T ∈ Rn. It is easy to show now that theψ j = ae1 for somea > 0. Thus,

ψ = a[e1
T , . . . , e1

T ]T ∈ RNn. Sinceρ(C) < 1 (Proposition 3),M := (I − C)−1 =
∞
∑

k=0
Ck. Now, we express the matrixM

in terms of its blocks:M = [M(i j )], whereM(i j ) aren× n matrices. Then,q can be rewritten as,

q =
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M(11) M(12) . . . M(1N)
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M(N1) M(N2) . . . M(NN)
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= a[M(i j )e1], (a > 0)

Therefore,q(i) =
∑N

j=1M
(i j )e1 =

∑N
j=1M

(i j )
:1 , where the subscript : 1 denotes the first column of the corresponding

matrix. Hence, theu-th entry ofq(i) is q(i)(u) =
∑N

j=1M
(i j )
u1 . Recall thatµ =

∑N
i=1 q(i). Thereforeµ(u) = 0 if and only if

q(i)(u) = 0 for i = 1, . . . ,N, which is also equivalent to
∑N

i=1
∑N

j=1M
(i j )
u1 = 0.
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The subsequent discussion requires introducing directed graphs associated with matrices. For everyℓ× ℓ matrixA,

define~G(A) = (V, ~E) be the directed graph corresponding toA as follows: the node setV is the index setV = {1, . . . , ℓ}

and the edge set is defined by (i, j) ∈ ~E if and only if Ai, j , 0 [17]. It is a standard result in graph theory that the

number of walks from a vertexi to vertex j in a directed graph of lengthr is the (i, j)-th element ofAr , whereA is

the adjacency matrix of the graph [18, pp. 165]. SinceM =
∞
∑

k=0
Ck, it follows from the preceding discussion that the

(i, j)-th entry ofM is positive if and only if there exists a path from the vertexi to vertex j in the directed graph~G(C).

Note that the graph~G(C) containsNnnodes. We can groupNnnodes intoN clusters such that each cluster, containing

n nodes, can be thought of as copies of then nodes in the sensor and robot network. To prevent confusion between the

vertices in~G(C) and node setV of the original network, we usev(i) to denote a node in the graph~G(C) that is thei-th

copy of the nodev inV, wherei = 1, . . . ,N.

Therefore
∑N

i=1
∑N

j=1M
(i j )
u1 = 0 is equivalent to there being no directed path from any of theu’s copies (u(i), i =

1, . . . ,N) to any of 1’s copies (1(i), i = 1, . . . ,N) in the directed graph~G(C). Otherwise,q(u) > 0. Since existence of

an edge fromi to j in ~G(A) only depends on whether thei, j-th entry ofA is non-zero, and does not depend on the

specific value of the entry, it is convenient to defineA be a matrix associated with the matrixA, such thatAi j = 1 if

Ai j , 0 andAi j = 0 if Ai j = 0. SinceP ≻≻ 0, we have

C = [pi j J j ] =





















































J1 J2 · · · JN

J1 J2 · · · JN

...
... · · ·

...

J1 J2 · · · JN





















































Nn

.

It can be seen in a straightforward manner upon examining thematrixC that if there is an edge between nodesu and

v in the i-th graphGi , i.e., (u, v) ∈ E(i), then (u( j), v(i)) for all j = 1, . . . ,N, and (v( j), u(i)) for all j = 1, . . . ,N, i.e., there

are edges in~G(C) from all copies ofu to v(i), thei-th copy ofv, and from all copies ofv to u(i), thei-th copy ofu.

Now we will show that if an arbitrary nodeu is connected to 1 in the union graph∪N
i=1Gi , then there is a path from a

copy ofu to a copy of 1 in the directed graph~G(C), otherwise not. To see that this is the case, we first take an example:

consider a path of length 2 fromu to 1 in the union graph that involves two edges in two distinctgraphs: (u, v) ∈ E(2)

and (v, 1) ∈ E(1). From the preceding discussion, we have that (v, 1) ∈ E(1)⇒ (v(1), 1(1)), (v(2), 1(1)) ∈ ~E(C), and (u, v) ∈

E(2) ⇒ (u(1), v(2)), (u(2), v(2)) ∈ ~E(C). Thus a path from a copy ofu to a copy of 1 in~G(C) is p = {(u(1), v(2)), (v(2), 1(1))}.

This argument works as long as there is a path fromu to 1 in the union graph, irrespective of how long the path is.

This shows thatu is connected to 1 in the union graph, then there is a path from at least one of its copies to one of 1’s

copies in the directed graph~G(C), which meansq(u) > 0. If, however,u is not connected to 1 in the union graph, we

can show that there is no path from any ofu’s copies to any of 1’s copies. This can be shown by considering the set

of all nodes that do not have paths to 1 in the union graph and the set of nodes that do separately; see [19] for details.

This concludes the proof of the last statement of the theorem.
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Figure 4:(a)-(b): A sensor network with 200 static nodes, shown before and after a cut occurs due to the failure of the nodes shown

as red squares. The cut occurs atk = 100. (c): The states of two nodesu andv as a function of iteration number. The source node

is at the center (triangle), and the source strength is chosen ass= 5× 104.

4. Simulation Tests

The DSSD algorithm was tested in a MATLABTM simulation for a network consisting of 200 agents initially

deployed in a unit square at random. Two agents can only establish direct communication if their Euclidean distance is

less than 0.11. The source strength and cut detection threshold wass= 5× 105 andǫ = 10−2, respectively. Since there

is no existing prior work on the problem of detecting separation in mobile networks that can operate without multi-hop

routing, we do not provide simulation comparison with existing algorithms. Note that the solutions proposed in [9, 10]

require routing between the nodes and the base station, which is challenging in sensor and robotic networks in which

the topology can change with time quickly.

4.1. Performance of DSSD in a static network

The first set of simulations is conducted with 200 static nodes (see Figure 4(a)). The center node (symbolized by

a triangle) is the source node. Simulations are run in a synchronous manner and a neighbor is removed from the list

of neighbors of a node the first time it failed to receive messages from that neighbor. Atk = 100 the nodes shown

as red squares in Figure 4(b) fail, leading to a cut in the network. Figure 4(c-d) show the time evolution of the states

(calculated using (1)) of the four nodesu, v, w, andz. Nodev is the only one among the four that is separated from

the source after the cut occurs. Initially, the states of every node increase from 0 and then settle down to their steady

state value. After the cut occurs, the state of nodev decreases towards 0. When the state of nodev decreases below the

preset thresholdǫ, it declares itself cut from the source. This occurs atk = 133, thus the delay between the occurrence

of the cut and its detection byv is 33 time-steps.

4.2. Performance of DSSD in a mobile network

Figures 5(a-d) show four snapshots of a communication network of 200 mobile agents. The agents are divided

into two groups, though there is no clear spatial separationbetween the two groups initially. The position of agentu,
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Figure 5: Four snapshots of a network of 200 mobile agents.

denoted byZu, is updated according to:

Zu(k+ 1) = Zu(k) +





















δZux(k)

δZuy(k)





















(12)

whereδZux(k), δZuy(k), for everyu andk, are independent random numbers. For agents in the first group, bothδZux

andδZuy are normally distributed with mean 0.003 and variance 0.0003. For the second group,δZux, δZuy are normally

distributed with mean−0.003 and variance 0.0003. The motion of the agents results in the network composed of two

disjoint components atk = 28, four components atk = 56, and then again two components atk = 80.

The evolution of the states of four agentsi, j, p, andq are shown in Figure 6(a-b). The loss of connectivity of

agentq from the source occurs atk = 28 and is detected atk = 55. Connectivity to the source is regained atk = 80 and

is detected atk = 81 (when the states became greater thanǫ). These simulations provide evidence that the algorithm

is indeed effective in detecting disconnections and re-connections, irrespective of whether the network is made up of

static or mobile agents.

5. System Implementation and Experimental Evaluation

In this section we describe the implementation, deploymentand performance evaluation of a separation detection

system for robotic sensor networks based on the DSSD algorithm. We implemented the system, using the nesC
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Figure 6: The states of four mobile nodesi, j, p, q (as a function of time) in the network shown in Figure 5.

Figure 7: Partial view of the 24 node outdoor system deployment.

language, on Berkeley motes [20] running the TinyOS operating system [21]. The code uses 16KB of program

memory and 719B of RAM. The separation detection system executes in two phases: Reliable Neighbor Discovery,

and the DSSD algorithm.

In the Reliable Neighbor Discovery Phase each node broadcasts a set of beacons in a small, fixed, time interval.

Upon receiving a beacon from nodevi , a node updates the number of beacons received from nodevi . Next, an iteration

of the DSSD algorithm executes. To determine whether a communication link is established, each node first computes

for each of its neighbors the Packet Reception Ratio (PRR), defined as the ratio of the number of successfully received

beacons received from, to the total number of beacons sent by, a neighbor. A neighbor is deemed reliable if the

PRR > 0.8. After receiving state information from neighbors, a nodeupdates its state according to Equation (1)

and broadcasts its new state. When broadcast from a neighboris not received for 2 iterations, the last reported state

of the neighbor is used for calculating the state. A neighborfrom which broadcast is not received for 4 iterations

is permanently removed from the neighbor table. The state isstored in the 512KB on-board flash memory at each

iteration (for a total of about 1.6KB for 200 iterations) forpost-deployment analysis. In order to monitor connectivity

information each node broadcasts its neighbor table along with the state.
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Figure 8: (a) The network topology during the outdoor deployment. (b) The states of nodesu andv (as labeled in (a)), which are connected and

disconnected, respectively, from the source after the cut has occurred.

 

(a)

 

(b)

Figure 9: (a) Test set-up for mobile network experiments. The human agents are not shown. (b) Mobile node consisting of a Berkeley mote on a

Roomba robot.

To ensure a lock-step execution of the algorithm, all nodes are started at approximately the same time. For this,

a mote acting as a base station, connected to a laptop, broadcasts a “system start” message, which is resent by each

sensor node at most once. The base station is also used for monitoring the execution of the algorithm and monitoring

the inter-mote communication.

5.1. Experimental Performance Evaluation in Static Network

For evaluating the performance of our separation detectionsystem in static networks, we deployed a network of

24 motes in a 13×5m2 outdoor field at Texas A&M University. Because the motes werepositioned on the ground the

radio range was reduced considerably with a one-hop distance of about 1.5m. The network connectivity is depicted

in Figure 8(a). A partial view of the outdoor deployment is shown in Figure 7.

In our deployment, the source strength was specified ass = 100, the iteration length was 5sec (this value could

be reduced easily to as small as 200 msec) and the cut detection threshold wasǫ = 0.01. Experimental results for

two of the sensor nodes deployed are shown in Figure 8. After about 30 iterations the states of all nodes converged.

At iteration k = 83 a cut is created by turning off motes inside the rectangle labeled “Cut” in Figure 8(a). Figures
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(a) G(k) at k = 110
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(b) G(k) for k = 150
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(c) G(k) for k = 175
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(d) G(k) for k = 250

Figure 10: Four snapshots of a network of 8 mobile agents and the state evolution for them resulting from the DSSD algorithm. The dashed lines

represent communication links.

8(b) and 8(c) show the states for nodesu andv, as depicted in Figure 8(a), which were connected and disconnected,

respectively, from the source node after the cut. The evolution of their states follows the aforementioned experimental

scenario. Nodev declares itself cut from the source atk = 100, since its state falls below the threshold 0.01 at that

time.

5.2. Experimental Performance Evaluation in Mobile Network

For evaluating the performance of our separation detectionsystem in mobile networks we deployed 8 sensor nodes

in an indoor environment, with 4 of the nodes residing on Roomba robots and 4 on human subjects. The scenario

we emulated was that of a robotic-assisted emergency response team. Figure 9 shows part of the test set-up with the

mobile nodes.

The network topologies as well as the locations of the nodes at a few time instants are shown in Figure 10. As we

can see from the figure, the topology of the network varied greatly over time due to the mobility of the nodes.

Figure 11 shows the time-traces of the node states during theexperiment. The network is connected until time

k = 120, and the states of all nodes converges to positive numbers; see Figure 11(a). This is consistent with the

prediction of theorem 2. At approximately iterationk = 120, four of the nodes (nodes 5 through 8), carried by human
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Figure 11: The states of nodes 1 through 8 in the mobile network experiment with Roomba robots and human agents.

subjects, are disconnected from the rest of the network, andin particular, from the source node 1. A sample network

topology during the time intervalk = 120 tok = 170 is shown in Figure 10(b). As we can see from Figure 11(b-c), the

states of the disconnected nodes 5 through 8 converge to zero. The nodes 5, 6, 7, 8 detect that they are separated from

the source, at timesk = 145, 145, 143, 143 respectively, when their states become lower than the thresholdǫ = 0.01.

At approximately iterationk = 170, node 5 joins back the sub-network formed by nodes 1-4. Asa result of node

5 moving, node 7 becomes a bridge between the two sub-networks. Hence, after iterationk = 170, the states of

nodes 6, 7 and 8 become positive (hence, a fully connected network). However, this re-connection is temporary, and

nodes 6 through 8 again become disconnected from the source after some time, which is seen in their states. Another

temporary connection occurs between the set of nodes 6-8 andthe set of nodes 1-5, during the time intervalk = 180

throughk = 210, followed by a separation. Finally, after iterationk = 260, the network becomes connected again, as

shown in Figure 10(d). As a result, the states of all the nodesbecome positive after timek = 225, and they detect their

re-connections to the source.

6. Conclusions

In this paper we introduced the Distributed Source Separation Detection (DSSD) algorithm to detect network

separation in robotic and sensor networks. Simulations andhardware experiments demonstrated the efficacy of the

algorithm. DSSD requires communication only between neighbors, which avoids the need for routing, making it

particularly suitable for mobile networks. The algorithm is distributed, doesn’t require time synchronization among

nodes, and the computations involved are simple. The DSSD algorithm is applicable to a heterogeneous network of

static as well as mobile nodes, with varying levels of resources, precisely the kind envisioned for robotic and sensor

networks.
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