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Abstract—Clocked comparators have found widespread use in
noise sensitive applications including analog-to-digital converters,
wireline receivers, and memory bit-line detectors. However, their
nonlinear, time-varying dynamics resulting in discrete output
levels have discouraged the use of traditional linear time-invariant
(LTI) small-signal analysis and noise simulation techniques.
This paper describes a linear, time-varying (LTV) model of
clock comparators that can accurately predict the decision error
probability without resorting to more general stochastic system
models. The LTV analysis framework in conjunction with the
linear, periodically time-varying (LPTV) simulation algorithms
available from RF circuit simulators can provide insights into the
intrinsic sampling and decision operations of clock comparators
and the major contribution sources to random decision errors.
Two comparators are simulated and compared with laboratory
measurements. A 90-nm CMOS comparator is measured to have
an equivalent input-referred random noise of 0.73 mVrms for dc
inputs, matching simulation results with a short channel excess
noise factor � �.

Index Terms—Circuit analysis, circuit noise, circuit simulation,
comparators.

I. INTRODUCTION

A CLOCKED comparator is a circuit element that makes
decision as to whether the input signal is high or low at

every clock cycle. It has found widespread use in applications
where digital information needs to be recovered from analog
signals, such as analog-to-digital (A/D) converters, wireline re-
ceivers, and memory bit-line detectors. To ensure correct de-
tection on each comparison, the analog input must have suffi-
cient magnitude to overcome deterministic errors such as offset
and hysteresis, as well as random errors due to device thermal
noise and flicker noise. In the past, circuit designers have fo-
cused more on the deterministic errors that are related to integral
and differential nonlinearities in A/D converters, for instance.
However, the supply voltage scaling in CMOS technologies and
the increasing demand for low power consumption have effec-
tively led to the reduction in the signal power while the random
noises in the circuits have become worse due to the degradation
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in the device transconductance . As a result, the random
noises have become a significant source of decision errors for
clocked comparators and must be properly addressed during the
design phase. This paper describes a framework based on linear
time-varying system theories [1], [2] that can accurately analyze
and simulate the random decision error probabilities in clocked
comparators.

While a comparator is by definition a nonlinear circuit
element that makes a hard decision on the input signal polarity,
almost every clocked comparator does so by sampling the input
signal and then regeneratively amplifying it, each of which
operation can be treated as that of a linear system. The key
difference with traditional linear circuits such as amplifiers
is that the comparator may have different linear behaviors
at different time points; in other words, it is a linear, but
time-varying (LTV) system. While this property precludes
the use of the linear time-invariant (LTI) system theory or the
traditional small-signal analysis framework for estimating the
noise effects in clocked comparators, we will find that their
simple extensions to time-varying systems can provide all
the necessary insights to design a good comparator with low
random decision error rates.

Most comparators are triggered by periodic clocks and there-
fore can be treated as linear, periodically time-varying (LPTV)
systems, which mend themselves well to the periodic simula-
tion framework of RF circuit simulators including SpectreRF
and ADS. These periodic simulation techniques have been pri-
marily used for RF circuits such as LNAs, mixers, and oscilla-
tors [3]–[6]. Once we realize that a comparator can be viewed
as an LPTV system, these mature simulation techniques can be
leveraged in characterizing its sampling and regeneration pro-
cesses as well as estimating the contributions from various noise
sources during the decision process.

Note that random decision errors are different from metasta-
bility failures, which have been extensively studied in literature
[8]. While metastability failure refers to a situation where the
comparator cannot make a firm decision within a given period
of time due to insufficient input swing, a random decision error
in this paper refers to a situation where the comparator makes a
decision, but the decision is incorrect due to excessive random
noise.

This paper presents analysis and simulation methodologies
for characterizing the random decision error probabilities in
clock comparators based on an LPTV system model. The paper
is organized as follows. First, it introduces the LTV system
theory and describes the LTV model for clocked compara-
tors that is found instrumental in characterizing the sampling
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Fig. 1. LTV system is characterized either with time-varying impulse response
���� �� or with time-varying transfer function ����� ��.

aperture and regeneration gain [11], [12] as well as estimating
the decision error probability or the equivalent input-referred
noise [14], [15]. Second, it demonstrates the application of the
LTV system analysis framework to a representative clocked
comparator example from [7]. Then, it outlines the procedure
of simulating the clocked comparator responses with RF simu-
lator analyses such as periodic steady-state (PSS) and periodic
noise (PNOISE). Finally, the simulation results are compared
to laboratory measurements to validate the methodology.

II. LINEAR, TIME-VARYING SYSTEM MODEL FOR

CLOCKED COMPARATORS

A. Linear Time-Varying System Theory

This sub-section reviews the LTV system theory [1], [2] and
lists a few key equations governing the signal and noise re-
sponses of LTV systems.

An LTV system is a dynamical system for which the superpo-
sition principle holds but the time-invariant property does not. In
other words, if and are the time-domain responses of
an LTV system to the input stimuli and , respectively,
then the response to a linearly combined input
is equal to the linearly combined output ,
where and are real numbers. However, the response to a
time-shifted input may not be equal to the time-shifted
output .

For such an LTV system depicted in Fig. 1, one can define
a time-varying impulse response, , which describes the
system response at time to an impulse arriving at time . Since
the superposition principle still holds for an LTV system, the
output of the system can be related to the input via an
integral expression

(1)

Note that for an LTI system, the time-varying impulse re-
sponse reduces to the time-invariant impulse response

since the response depends only on the time difference
between the observation time and the impulse arrival time .
The above equation then corresponds to a convolution between

and as expected.
As with LTI systems, an LTV system can be described in fre-

quency domain. If is the Fourier transform of the input
signal , i.e.,

(2)

(3)

then substituting (2) in (1) yields

(4)

The time-varying transfer function is defined as the
Fourier transform of the time-varying impulse response [1], that
is

(5)

Again, for LTI systems, the above expression reduces to the
time-invariant transfer function, , since

.
Combining (4) and (5) yields the frequency-domain equation

governing the input and output of a LTV system

(6)

For example, if the input is a single-tone sinusoid,
, (6) says that the output is .

The dependency of on the time variable im-
plies that the system response to a time-shifted input,

may not be
equal to the time-shifted version of the original output,
i.e., .

If the input is a noise process instead of a signal, the
output of the LTV system is a time-varying noise process in
general. In a special case of a LPTV system, in which

and are satisfied
for a nonzero real , the output of the system is a cyclo-sta-
tionary noise process [4]. The general expression for the re-
sulting cyclo-stationary noise is somewhat involved, one form
of which is a summation of stationary noise processes each
scaled by the Fourier series coefficients of the periodically time-
varying transfer function . However, in most circuit
applications, designers need not know the full statistics of the
time-varying noise process. For example, in mixers, only the
noise at the vicinity of the carrier frequency is of concern and
therefore the simpler expression can be used [6].

As we will see in later sections, in the case of estimating the
probability of random decision errors, we are interested only in
the noise statistics measured at a certain time point . We will
later refer to it as the observation time point and discuss
how we determine it for a given comparator. For now, if we
assume that we know the time point at which we will measure
the variance of the noise at the output of the LTV system
as a result of the input noise , we can derive the following
expression for the variance :
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(7)

where is the auto-correlation function of the input
noise process and we have assumed that the input noise
process has a zero mean without loss of generality. The
readers might notice that the expression (7) resembles that of the
auto-correlation function of the output noise of an LTI system.
In fact, we can treat this LPTV system as an LTI system with an
effective impulse response except with a
restriction that its output is valid only at . One can derive
a frequency-domain expression that relates the power spectral
density functions of the input and output noise processes via an
effective transfer function which is the Fourier trans-
form of .

In a special case when the input is a white noise with
the variance equal to , that is, , a simpler
expression for can be derived

(8)

A simple example of time-varying noise process is a Wiener
process which is an integral of a white Gaussian noise process
over a time interval . Equation (8) suggests that the vari-
ance of the Wiener process should increase linearly with the
interval width (i.e., the standard deviation increases with

), which matches with the standard results.
On the other hand, if the input is a flicker noise, i.e.,
, the expression for becomes

(9)

In both cases, the variance of the output noise at time can
be computed based on , which is equivalent to the sam-
pling aperture function of a sampler [9] or a comparator
[10], or what is more generally referred to as the impulse sen-
sitivity function (ISF) of an LPTV system [11]–[13]. It is note-
worthy that the expressions (8) and (9) are much simpler than
those based on stochastic differential equations (SDE’s) found
in [14] and [16] and more amenable to the small-signal analysis
framework commonly used in circuit design.

B. Linear Time-Varying Model for Clocked Comparators

Fig. 2 illustrates the model of a clocked comparator that peri-
odically samples an input signal and produces a sequence
of decision results . An ideal comparator would sample the
instantaneous value of the input signal at

Fig. 2. (top) Clocked comparator model including a nonlinear filter, ideal
sampler, and ideal slicer and (bottom) linearized PTV filter model with noise.

and produce of 0 or 1 for each cycle based on the polarity
of the sampled signal compared to an implicit zero reference.
Here is the clock period and is an integer number. Hence,
the model for such an ideal comparator would be an ideal sam-
pler followed by an ideal slicer. However, a realistic comparator
does not sample the instantaneous value but rather the filtered
version of the input signal over a narrow time window, of which
width is commonly referred to as the sampling aperture. This fil-
tering process is in general nonlinear and time-varying. Also, a
comparator may add noise to the filtered signal which can cause
random decision errors.

Therefore, the clocked comparator model in Fig. 2 consists of
three elements: a noisy nonlinear filter, an ideal sampler, and an
ideal slicer. Based on this model, the probability of a decision
error can be determined by the signal-to-noise ratio (SNR) at
the slicer input. While practical comparator circuits do not have
such explicit distinction between these filtering, sampling, and
decision elements, this mathematical model is useful for ana-
lyzing the comparator characteristics and quantifying the deci-
sion error probabilities.

While the signals in clocked comparator circuits generally
make large-signal excursions during the operation, many of the
important characteristics can be analyzed based on the small-
signal response of the comparator when it is near the metastable
point (i.e., when the input signal is conditioned so that the
comparator cannot reach a firm decision within the cycle). It is
because the metastable point is where the comparator decision
output is most sensitive to noise and the comparator is most
likely to generate decision errors. This small-signal response
can be described based on the LTV system model explained
in the previous sub-section, represented by a time-varying im-
pulse response . Since the decision is made based solely
on the filter output sampled at a single observation time

each cycle, the small-signal response of interest is ac-
tually a subset of the time-varying impulse response,

or simply without loss of generality. The func-
tion expresses the sensitivity of the slicer input signal

with respect to the impulses arriving at different times
and can be found equivalent to the sampling function or aper-

ture function defined in other literatures [9]–[11]. This function
can also be viewed as being equivalent to the impulse sensitivity
function (ISF) that was originally defined for oscillators in [13].
In [12], the concept of ISF was extended to general periodic cir-
cuits, where the ISF is defined as .
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Fig. 3. (a) Impulse sensitivity function (ISF) of a clocked comparator indi-
cating its sampling aperture. (b) The Fourier transform of the ISF indicating the
sampling bandwidth.

It is noteworthy that the ISF captures many of the impor-
tant characteristics of a clocked comparator. The LTV system
(1) implies that is the key function that relates the small-
signal response of the filter to the small-signal input
via an integral equation

(10)

That is, the comparator makes a decision based on the weighted
average of the input signal with serving as the
weighting factor. The width of the ISF corresponds to the
timing resolution or the sampling aperture of the comparator, as
illustrated in Fig. 3. For example, an ideal sampler would have

, where is the Dirac delta function and
is the sampling instant. From a frequency domain perspective,
the Fourier transform of the ISF indicates how fast a signal the
comparator can track and capture, i.e., the sampling bandwidth.

The LTV filter model in Fig. 2 also includes an additive
Gaussian noise process at the output of the filter. While
the noise is in general a time-varying noise process (or
a cyclo-stationary noise process if the comparator is triggered
periodically), for the purpose of estimating decision error
probabilities, we are only interested in the variance in at
a specific time point , the sampling instant of the internal
model sampler. This noise variance can be derived
using either (8) or (9) depending on the type of the input noise
source. When there are multiple independent white and

noise sources that contribute to , the overall noise
variance can be expressed as:

(11)

where ’s and ’s are the variances of the white noise sources
and the noise sources, respectively. and are the
ISF’s with respect to the th and th noise sources, respectively.

Once the signal and noise components at the input of the slicer
in Fig. 2 are found, and , respectively, we can
estimate the random decision error probability based
on the Gaussian statistics

(12)

(13)

As in most other applications, it is convenient to define the
equivalent input-referred noise to compare the noise character-
istics of clocked comparator circuits with different gains, or to
compare the noise with input signal levels or other input-re-
ferred parameters such as the input offset voltage. The input-re-
ferred noise is defined as the equivalent stationary noise at
the input of the comparator that would produce the same amount
of noise at the slicer input, or that would result in the
same decision error probability. If is insensitive to the
value of , that is, if the noise is truly additive, the input-re-
ferred noise can be computed as divided by the dc
gain of the filter. The dc gain of an LTV filter in this context
corresponds to the change in the sampled filter output
with respect to a unit change in the dc part of the small-signal
component of the input signal, . This dc gain is equal to
the area of the ISF and the equivalent input-referred noise can
be expressed as

(14)

(15)

However, in practical simulation, we found that the noise
observed at the comparator output is not strictly additive, es-
pecially when the comparator is operating very close to the
metastable point. It is possible that noises modulated by deter-
ministic, large-signal effects such as kick-back noise overwhelm
the additive Gaussian noise that we are trying to measure. As
described later in Section IV, we found that it yields more ac-
curate results to estimate the Gaussian noise power from a set
of decision error probability measurements with nonzero input
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Fig. 4. Clocked comparator circuit commonly called StrongARM latch [7].

signal values ’s for which the comparator is slightly apart
from the metastable point and the additive Gaussian noise has
the dominant effect on the error probability.

It is apparent that the ISF has a central role in determining the
signal response as well as the noise response of a clocked com-
parator. In essence, the ISF with respect to the input signal
indicates the small-signal gain of the sampling filter and the
ISF with respect to each noise source [i.e., and in
(11)] determines how much the noise contributes to the total
slicer input noise . The next sections will discuss how
to analyze and simulate these ISF components and estimate the
total noise contribution for a representative clocked
comparator example.

III. LTV ANALYSIS ON CLOCKED COMPARATORS

This section demonstrates the application of the LTV system
analysis framework on a representative clock comparator circuit
shown in Fig. 4 which is commonly referred to as StrongARM
latch [7]. We point that a recent work [14] carried out an ex-
tensive noise analysis on a variant of this comparator based on
stochastic differential equations (SDEs). Since the small-signal
models and equations described in [14] for each operating phase
of the comparator are applicable to the LTV analysis framework
as well, we provide here only the key design equations that cap-
ture the main tradeoffs with respect to the comparator noise and
the random decision error. The key difference with our LTV
analysis approach is that it finds the contribution of each noise
source by first deriving the ISF and then calculating the
output noise power according to (8) or (9). In comparison, the
approach in [14] computes the noise being accumulated on each
capacitive node through the operating phases by sequentially
solving SDEs. While both approaches give similar results, the
ISFs derived from the LTV analysis can also shed lights on how
the circuit parameters influence the various key characteristics
of the comparator such as sampling aperture/bandwidth and re-
generation gain as well as the random decision error probability.
Some of these tradeoff issues will be discussed in Section III-D.

As previously mentioned, we treat a clocked comparator as a
LTV system whose linear system response changes over time.
In case of the comparator circuit shown in Fig. 4, the com-
parator goes through a set of distinct operating phases each
cycle, namely: resetting, sampling, regeneration, and decision
phases. Section IV will describe each of these operating phases

in more detail and some signatures in the comparator responses
that can be used to distinguish one operating phase from an-
other. For example, determining that marks the end of the
regeneration phase will be discussed.

For the purpose of estimating the random decision error, or
equivalently the input-referred noise, we are primarily interested
in the LTV system response of the comparator in the sampling
phase and in the regeneration phase. The LTV response during
these phases is captured by the filter function in our com-
parator model in Fig. 2. As the model concerns only with the
filter response at time , the comparator behavior during
the sampling and regeneration phases is well described by the
ISF of the comparator . The rest of this section
visit each of the sampling and regeneration phases and analyti-
cally derive the expressions for the ISFs, from which we can get
the expression for the input-referred noise of the comparator.

However, it is noted that the analysis to be described is only
an approximation since it assumes that the comparator abruptly
switches through distinct operating phases over time and within
each phase, the small-signal circuit parameters such as transcon-
ductance would stay constant. Practical comparator cir-
cuits do not abruptly transition from one phase to another; rather
their characteristics change continuously with time. Nonethe-
less, this approximation serves well the purpose of identifying
the key design tradeoffs governing the input-referred noise of
the comparator.

A. Sampling Phase

Initially, the comparator shown in Fig. 4 is in the resetting
phase when the clock input clk is low. The reset switches
and pull the output nodes and to and the
internal nodes and to approximately , where

is the threshold voltage of an nMOS transistor. During this
phase, the noise currents from the reset switches can contribute
to the noise voltages on the output nodes. We will discuss their
contributions to the total input-referred noise later once all the
ISFs are derived.

When clk switches to high at , the input differen-
tial pair and starts discharging the nodes and
depending on the input voltage difference. The cross-coupled
nMOS pair, and then discharges the output nodes

and depending on the voltage difference between
and . Hence, the comparator is sampling the input volt-

ages onto the internal nodes and the output nodes
. Until the voltage on or drops below

, where is the threshold voltage of pMOS, the pMOS
cross-coupled pair and remains in cutoff state. Let’s
assume this sampling phase lasts until . The duration of
the sampling phase can be approximated as

(16)

where is the total capacitance on each output node and
is the drain current of the transistor . The above expres-

sion basically corresponds to the amount of time required to dis-
charge the output nodes from down to .

The approximate small-signal model for the comparator in
the sampling phase is shown in Fig. 5. Also shown are the drain
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Fig. 5. (a) Clocked comparator in the sampling phase. (b) Its small-signal
model.

current noise sources and from the transistors and
, respectively. From this small-signal model, we can derive

the transfer function from the small-signal input to the small-
signal output as the following:

(17)

where and are the transconductances of and ,
respectively, and and are the total capacitances associ-
ated with the nodes and , respectively.

If we assume that the time constant of the nonzero pole in (17)
is sufficiently longer than the duration of the sampling phase

, i.e., , then
we can simplify the expression in (17) to

(18)

where we have defined two time constants and
. Note that the resulting transfer function in

(18) corresponds to two cascaded integrations; an impulse ar-
riving at the input will give rise to a ramp at the output. Con-
sidering the ISF with respect to the input , the circuit has the
higher gain for the input impulse arriving earlier in time since
the resulting ramp has a longer time available for it to rise. In
expression

for (19)

where is the regeneration gain of the comparator which will
be derived in the next subsection. Since all the contributions
during the sampling phase will be amplified by a factor of
and the ISF for the comparator is defined as , i.e., the
sensitivity of at time , the end of the regeneration phase,
the ISF in (19) is multiplied by .

We can perform the similar analysis to derive the ISFs with re-
spect to the current noise sources and . First, the transfer
functions are

(20)

(21)

and their ISFs, and , respectively, are expressed
as below. Notice that is flat within the sampling phase
since the transfer function in (21) is a single integration

for (22)

for (23)

As in the case of , the ISFs with respect to the noise
sources, and , are scaled by the regeneration gain

, which is discussed next.

B. Regeneration Phase

When the output nodes and fall sufficiently low
that the pMOS devices and finally turn on, the cross-
coupled inverter pair starts regenerating
the voltage difference stored on the output nodes via positive
feedback. During this phase, we assume that the input devices

and are in linear region with very large conductance
compared to the other devices; hence the internal nodes and

are considered almost short-circuited to ground as in [14].
The small-signal model of the comparator in the regeneration

phase based on this assumption is shown in Fig. 6. The regener-
ation time constant is given by the transconductance of the
inverter and the load capacitance

(24)

where and denote the transconductance of the de-
vices and during the regeneration phase, respectively,
and if we assume that the regeneration lasts from time to time

(i.e., ), then the regeneration gain is

(25)

The small-signal model in Fig. 6 also implies that the com-
parator is no longer sensitive to the input voltage and also to
the noise current from the input devices and once the
regeneration starts after . In other words, the ISFs with re-
spect to and are zero during the regeneration phase. This
is a crude approximation, but implies that the sampling aper-
ture of the comparator is primarily determined by the duration
of the sampling phase , which in turn is set by the output
capacitance and the current pulled by the stack of nMOS
transistors . As we will see shortly, the longer
aperture time can reduce the input-referred offset, but
can degrade the sampling bandwidth of the comparator. This
parameter can be adjusted by sizing , , or .
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Fig. 6. (a) Clocked comparator in the regeneration phase. (b) Its small-signal
model.

Fig. 7. Approximate ISFs of the clocked comparator with respect to the input
������ and with respect to the device noise sources (� ���, � ���, and
� ���).

While the cross-coupled inverter pair is regenerating the sig-
nals on and , the drain current noise from , ,

, and can contribute to the output voltage and get re-
generated as well. If we define a combined noise source as
as shown in Fig. 6, then the ISF with respect to this noise source

is

for (26)

Note that the ISF exponentially decays with time since
the noise arriving at the output nodes later in time has less time
to be regenerated and the regeneration gain is an exponential
function of the time available.

As a summary, Fig. 7 plots the ISFs derived analytically for
the sampling and regeneration phases. In comparison with the
simulated ISFs plotted in Fig. 8 based on the periodic AC (PAC)
analysis procedure outlined in [12], the two ISFs agree well in
general, but the readers may notice a few discrepancies which
can be attributed to the simplifying assumptions that we have
made. One discrepancy is that within the sampling phase

, the simulated input ISF and noise ISFs ,
, and shown in Fig. 8 have rather different shapes

than the linearly decreasing ramps or constant value as shown in
Fig. 7. It is due to the fact that the small-signal parameters in the

Fig. 8. Simulated ISFs of the clocked comparator: (a) ISF with respect to the
input ������ and (b) ISFs with respect to the device noise sources (� ���,
� ���, and � ���).

model in Fig. 5(b) such as the transconductances and
and the capacitances and change continuously with
time, rather than staying constant. Fig. 9 plots the trajectories
of the transconductances with time and tries to factor out the
variations in the small-signal parameters by plotting the input
ISF normalized to the product of and . According
to (19),
and the quantity should follow the linearly de-
creasing trajectory for if the capacitances and

were constant during the period. The resulting plot shown
in Fig. 9(b) is closer to the analytical in Fig. 7 where the
remaining errors can be attributed to the nonlinear capacitances
that vary within the sampling phase. In addition, the aperture
width of the simulated input ISF matches well to the dura-
tion marked by and , the times at which the transistor pairs

and start conducting, respectively. Similar
observations can be made for the noise ISFs , ,
and .

The other discrepancy is that the simulated noise ISFs have
nonzero sensitivities for the time before . It is because the cir-
cuit has finite bandwidths in filtering the noises and therefore
the noise that arrives before can still affect the comparator
output. The sensitivity should drop exponentially as the noise
arrives earlier in time before and the associated time constant
is determined by the circuit bandwidths. While we do not explic-
itly derive the noise ISFs in the resetting phase in this paper, their
nonzero sensitivities before are taken into account when we
lump the noise contributions before into an equivalent 2kT/C
noise that arrives at .

Another observation that is worth noting from Fig. 8(b) is that
the noise ISF changes its sign before and after .
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Fig. 9. (a) Trajectories of device transconductances � , � , and � during
the sampling and regeneration phases of the comparator and (b) the input ISF
normalized to the product of � and � for the comparison with the analytical
expression in (19) and Fig. 7.

During the resetting phase, the positive noise current from
pulls the node voltage on higher and therefore helps keeping
the output voltage at high values. On the other hand, during the
sampling phase, the same polarity noise current from M2 causes
the output node voltage to be discharged to a lower value. As
a result, the ISF with respect to noise from
pair has a low dc value which is desirable for suppressing
noise or mismatch effects according to (9). This makes sense as
the transistor precharges its source nodes to

, canceling the mismatch between and
by a first order. The alternating signs of the ISF would
not be observed if the internal nodes and are precharged
to a fixed voltage (e.g., ) with additional pull-up devices as
in [14].

C. LTV Noise Analysis

Now that we have derived all the ISFs with respect to the
input signal as well as to the major noise sources as illustrated
in Fig. 7, we can estimate the input-referred noise of the clocked
comparator.

First, we derive the small-signal dc gain according to (14)

(27)

Second, we compute the contribution of each noise source to
the output noise variance measured at using either (8) or
(9). For the sake of simplicity, we consider only the contribution
of the thermal noise

(28)

where is the excess noise factor for short-channel MOS
devices [17]. Note that the noise variance expressions in (28)
account for the noise from both devices in a pair (e.g.,
and ). Since thermal noises are white, we can derive the
following expressions for each contribution to the total output
noise variance at time

(29)

In addition, in order to account for the noise contributions
during the resetting phase before , we assume that each
capacitive node gets an impulse noise arriving at time
with its noise power equal to , where is the total node
capacitance. Considering their ISFs that are in similar forms to
(22) and (23), the contributions to the total output noise at time

are

(30)

Again, the noise variances are for the differential output in-
cluding the contributions from both devices in a pair. Assuming
the noises are independent of each other, the total output noise
variance at is simply a sum of the individual noise con-
tributions: .

Finally, the input-referred noise is divided by the
small-signal dc gain , according to (15)

(31)
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Fig. 10. Simulated input ISFs with various tail device ���� sizes.

Note that the above expression has common terms
and which can be expressed in terms using
(16)

(32)

The expressions for the input-referred noise in (31) and (32)
suggests that in order to minimize random decision errors, it is
desirable to attain large for the input pair and
the regenerative nMOS pair . Equivalently, it is de-
sirable to keep the sampling aperture wide compared to
the time constants and . As discussed in [14], the large

for the input pair can be achieved by in-
creasing their sizes at the cost of the increased input capacitance
or by decreasing the input common-mode voltage. The
for the pair can be achieved by increasing their sizes.
However, while adjusting such design parameters to improve the
noise response, their impacts on the other comparator character-
istics such as the sampling aperture and the sampling gain

must be considered in order for the best overall performance.

D. Design Considerations

The subsection examines the design tradeoff issues in further
detail when one is trying to reduce the input-referred noise by
increasing the values according to (31) and (32).

One way to increase without increasing the input ca-
pacitance is to decrease the size of the tail device in Fig. 4.
The smaller tail device reduces the current flowing through
the input pair devices and their gate overdrives,
which are inversely proportional to their values. Fig. 10
plots the input ISFs of the comparators with different tail device
sizes: , , and of the nominal size. As one reduces
the size of M5, the comparator gets the wider sampling aperture
(indicated by the width of the input ISF) but the lower regen-
eration gain (indicated by the area under the ISF). It is because
as the current drops, the transconductances , , and

degrade and the sampling aperture and gain will vary ac-
cording to our analytical formulas in (16) and (27). Fig. 11 con-
firms that the input-referred noise improves with the decreasing

size but the reduction in the gain may be problematic for

Fig. 11. Input-referred noise as a function of the tail device ���� size.

Fig. 12. Simulated input ISFs with various clock rise time (Trise) values.

preventing metastability error probability or keeping the min-
imum detectable input voltage difference low.

A better way to increase is to slow down the clock
transition rate as reported in literature [19]. By doing so, one can
increase the values of the and de-
vices during the sampling phase without degrading the transcon-
ductance during the regeneration phase. Fig. 12 plots var-
ious input ISFs of the comparator with M5 size of while
increasing the clock rise time. When the clock rise time is in-
creased from 60 to 120 ps, the sampling gain increases due to
the larger , according to (27) and (32). However, as the
clock rise time increases further up to 180 ps, the gain drops
as the slow rise time eats into the period available for regenera-
tion . As with the previous case, the sampling aperture
widens as the clock signal rises slowly and the available cur-
rent during the sampling phase decreases. Fig. 12 verifies that
the input-referred noise indeed improves with the slower rise
time and the larger , whereas the regeneration transcon-
ductance remains unaffected.

It is clear that the expressions in (16), (27), (31), and (32) can
effectively guide the tradeoff decisions regarding the sampling
aperture, gain, and input-referred noise of a clocked comparator.
One important lesson is that many of the techniques for reducing
the input-referred noise typically widens the sampling aperture
and degrades the bandwidth of the comparator. Therefore, there
exists an optimal, nonzero sampling aperture width that suits
each application.

IV. LPTV SIMULATION OF CLOCKED COMPARATORS

The LTV system analysis framework discussed so far works
well with the periodic simulation analyses available from RF
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Fig. 13. Input-referred noise as a function of the clock rise time.

circuit simulators in the same way that the LTI small-signal
analysis method works with the dc, ac, and NOISE analyses
in SPICE [18]. The commercial RF simulators such as Spec-
treRF and ADS first compute the periodic steady-state (PSS) re-
sponse of a given circuit (e.g., oscillators or mixers) using either
time-domain shooting Newton or frequency-domain harmonic
balance algorithms and derive the linearized LPTV system of
the circuit at the steady state [3]–[6]. Based on this LPTV system
model, the simulator can compute the periodic AC transfer func-
tion for designated input and output sidebands or compute the
power-spectral density (PSD) of the cyclo-stationary noise re-
sulting from various noise sources in the circuit. In SpectreRF,
the former analysis is referred to as periodic AC (PAC) analysis
and the latter as periodic noise (PNOISE) analysis. These RF
simulators are at the mature stage and can handle very large cir-
cuits efficiently (more than 10 000 elements).

Thus, the only requirement to simulate the ISF and the noise
responses via RF circuit simulators is to set up the circuit under
test to be periodic. For periodic clocked comparators, the circuit
is already periodic as long as the input waveforms are dc or pe-
riodic with the clock cycle. For comparators that are triggered
asynchronously, we can perform the simulation assuming the
trigger signal is a clock with a sufficient long period. As long as
we are not concerned with the residual effects from previous cy-
cles (e.g., incomplete reset), the periodic setup should produce
sufficiently accurate results. In cases where we are interested in
effects that span multiple decision cycles, we can perform the
same LPTV simulation with the fundamental period of the pe-
riodic steady-state response being multiple clock cycles. In this
case, the sampling filter ISF may span multiple clock cycles.

Once the periodic steady-state response of the comparator is
simulated, the ISF’s from various input stimulus points can be
computed using the PAC analysis and the noise power at a spec-
ified observation point can be found using the time-domain
PNOISE analysis in SpectreRF. The procedure to derive ISF’s
from the circuit’s PAC responses is outlined in [12] in case the
simulator does not directly provide the time-varying transfer
function . The noise power at can be computed
from the PSD of the sampled noise at time via integration

(33)

Fig. 14. Simulated waveforms of the clocked comparator near the clock rising
edge.

where is the fundamental period of the periodic steady-state
response, which may or may not be equal to the clock period
as described above. The integration is from 0 to be-
cause the SpectreRF reports a singled-sided PSD of the sampled
noise (i.e., after the noise folding). Hence, the integration from
0 to T/2 yields to the total noise power .

Fig. 14 shows the simulated periodic steady-state (PSS) re-
sponse of the differential output of the clocked comparator dis-
cussed in Section III and illustrated in Fig. 4. Only a portion of
the entire clock period of 625-ps (1.6-GHz) near the rising clock
edge is shown, so the return-to-reset behavior after the compar-
ison completes is not visible in Fig. 14. The upper plot shows the
large-signal PSS output as well as the rms value of the differen-
tial output noise , computed by integrating the sampled
noise produced by the PNOISE analysis at each sim-
ulation time step . The lower plot shows the differential output
SNR versus time.

Four regions of operation are noted in Fig. 14. Initially the
sampler is held in a reset state and the PSS differential output
is zero. During reset, there is a small but nonzero output noise
determined by the reset devices operating in the linear region
and the output capacitance. Since we have no signal, the SNR
is zero, or , during reset. In the second region, the input
signal is sampled and transferred to the output nodes, resulting
in a rapid rise in the output SNR. As time progresses, expo-
nential regeneration of the output voltage by takes
hold. As discussed in Section III, this exponential regeneration
in time means that signal and noise impulses injected to the
output node earlier in the cycle have exponentially larger impact
than the equivalent injections at later times. In other words, the
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ISFs of the comparator with respect to the newly arriving signal
and noise components are decaying exponentially with time. As
these ISF’s approach to zero, the circuit continues to regenerate
the output voltage resulting from the previous input and noise
signals, but no longer accepts new signal and noise contribu-
tions. Therefore, both the signal and noise components grow at
the same rate resulting in an approximately constant SNR, as
shown in the third region of Fig. 14. The fourth operation region
begins when large signal output compression occurs, ultimately
producing a logic-level decision output. The output voltage after
saturating to a hard logic level is completely insensitive to the
incremental signal or noise change at any previous time, so the
output noise power returns to a small value similar to the noise
level during the reset phase. While a decision error may occur,
the decision output itself is essentially noise free. At this stage,
the saturated outputs correspond to the ideal slicer output in
Fig. 2 rather than to the sampled filter output .

Based on this discussion, we can now determine the appro-
priate observation time point at which we compute the de-
cision error probabilities based on the LTV model as in (12).
The observation time marked in Fig. 14 represents a time at
which the large signal nonlinearity has not yet led to the com-
pression of the output noise power. Because the nonlinear deci-
sion response has not been excited yet, up to this time point,
the behavior of the circuit can be accurately modeled by the
LTV small-signal model in Fig. 2. Also, since the signal and
noise events occurring later than no longer affect the output,
the decision outcome has already been determined. That is, the
operation of the circuit after is to regenerate the already
present output signal and noise to a full-logic output level, a
process that can be modeled by the ideal sampler and slicer in
Fig. 2. Therefore, the decision error probability is given by (12)
and (13), where is the PSS output at the indicated .
Similarly, the ISF’s of the comparator can be derived from the
time-varying impulse responses evaluated at .

It is to note that the choice of evaluation time is not
unique, as a range of time points within the regeneration phase
satisfy the criteria discussed above. However, the times within
this range all have approximately the same SNR, and predict
similar decision error probabilities. We found two methods that
work reasonably well. One is to choose the time point at which
the small-signal gain in (34) has the maximum value.
The other is to choose the time point at which the incremental
gain computed from two large-signal responses with
marginally different ’s as in (35) deviates more than 10%
from the small-signal gain . For both methods, the intention
is to find the latest time point at which the comparator remains
in the linear, regenerative amplification mode

(34)

(35)

V. COMPARISON WITH MEASUREMENT RESULTS

The simulation procedure outlined in Section IV is applied
to two different wireline receivers shown in Fig. 15 and the

Fig. 15. Architecture of two high-speed data receivers simulated and measured.

Fig. 16. Receiver A simulated �� � �� and measured receiver BER.

results of both cases are compared with the measured random
noise performance. The first example, Receiver A, fabricated
in a 90-nm CMOS process, uses interleaved comparators
in Fig. 4 to directly sample a differential input. The differen-
tial input is terminated by poly-silicon resistors (not shown) to
match the differential channel impedance. The second
example, Receiver B, fabricated in a 65-nm CMOS process, has
a similar differential termination and comparator design, but
the input signal passes through a linear front-end circuit, con-
sisting of a linear equalizer and preamplifiers, before the
interleaved comparators.

A. Receiver A—Direct Input Sampling

In the direct input sampling receiver, the random noise in-
cludes the contributions from the interleaved comparators
themselves as well as the thermal noise from the termination re-
sistors. A differential input capacitance greater than 2 pF (in-
cluding pad metallization and ESD) limits the thermal noise
contribution of the termination resistors to less than 100 V,
rms, which is found to be negligible compared to the equivalent
input noise of the comparator itself.

The standalone comparator was simulated with a range of ex-
cess noise factors to account for the excess noise
seen in short-channel MOS devices [17], as this information
was not provided by the CMOS foundry (we treated NTNOI
parameter in BSIM4 as an equivalent parameter to ). For each
case, the random decision error probability, or the bit error rate
(BER), was simulated for a set of small dc inputs according
to (12) and (13) in Section II. The simulation data in Fig. 16
show the resulting for .
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TABLE I
SIMULATED AND MEASURED RMS INPUT NOISE

As mentioned in Section II, the equivalent input-referred
noise was found by fitting the simulated error probability
results into an additive Gaussian noise model in (36), where the
parameters and are the input-referred offset and rms noise
power, respectively. The model fit values for corresponding
to the excess noise factors are listed in the first row
of Table I. Alternatively, an equivalent input referred rms noise
voltage may be estimated by dividing the comparator’s rms
output noise by its simulated small-signal gain at time

, yielding similar results listed in the second row of Table I
(simulated at 3 mV)

(36)

The equivalent input-referred noise for Receiver A was mea-
sured in the laboratory by directly measuring a posteriori de-
cision error probability for various dc inputs. The
input stimulus was generated from two precision power supplies
connected through high-ratio resistive voltage dividers to atten-
uate any possible external supply noise. The BER was detected
by an external BERT via an on-chip loopback path from the
comparator outputs. Fig. 16 shows the measured BER results
for positive dc inputs with the BERT detecting errors against an
“all ones” pattern. The measured data for BER below
are fit to (36) to arrive at a measured rms input noise . The
procedure is repeated for positive and negative input voltages,
resulting in the input-referred noises of 0.79 mV, rms and 0.65
mV, rms, respectively, for an average value of 0.72 mV, rms.
This measured input-referred noise approximately matches the
simulation results shown in Table I for .

Fig. 17 shows the simulated equivalent input-referred noise
and the 3 dB aperture bandwidth for Receiver A with
across a range of supply voltages. The aperture bandwidth is de-
fined as the 3 dB magnitude response frequency of the Fourier
transform of the simulated ISF. Increasing the supply voltage in-
creases the aperture bandwidth of the comparator, consequently
making it sensitive to external signal and noise inputs over a
wider bandwidth, but also increases the impact of device noise
within the comparator itself.

B. Receiver B—With LTI Front-End

In many applications comparators are preceded by LTI cir-
cuits such as equalizers and preamplifiers which can add noise
to the input signal and contribute to the random decision error
probability. While it is possible to separately simulate noise con-
tributions from such LTI circuits with the linear ac noise simu-
lation, it is important to note that the ISF of the comparator will
filter the noise from these preceding stages, reducing the total

Fig. 17. Simulated input noise versus sampling bandwidth as � is varied for
Receiver A (CM input � � �200 mV, � � �).

Fig. 18. Simulated output noise spectrum of front-end circuits in Receiver B.

noise power that they contribute toward decision errors. This
noise reduction is not free however; it comes at the expense of
reducing the signal bandwidth since the signal itself is also fil-
tered by the ISF. The periodic simulation on the combined LTI
front-end plus comparator circuit properly accounts for these in-
teractions.

The same simulation and measurement techniques used for
Receiver A were applied to Receiver B incorporating LTI cir-
cuits and comparators. Again, foundry information is unavail-
able for the excess noise factor , so the simulations were per-
formed over the range of . The simulated and mea-
sured random noise performance listed in Table I show that the
measured rms input noise of 0.85 mV is close to the simulation
results for in this 65-nm CMOS process.

Separate periodic simulation of the comparator and linear
ac simulation of the LTI front-end were also performed to ex-
amine the impact of comparator ISF filtering on the front-end
output noise PSD. The simulated LTI front-end noise for
is plotted in Fig. 18. The solid line shows the noise PSD at
the output of the LTI circuits. The dashed line shows the same
noise PSD filtered by the normalized Fourier transform of the
comparator ISF, showing less high frequency noise above the
aperture bandwidth of approximately 20 GHz. Referred to the
input nodes by the DC gain of the front-end circuits, the total
noise voltages for these two power spectra are 0.81 mV, rms
and 0.65 mV, rms, respectively. Such sizeable impact on the
total noise power is observed despite the relatively high aper-
ture bandwidth of the comparator because the integrated noise
power is relatively sensitive to the PSD at high frequencies. The
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comparator’s own noise contribution, referred to the input of the
front-end circuits, is 0.47 mV, rms. With or without the consid-
eration of ISF noise filtering, the combined front-end and com-
parator equivalent input-referred noise is calculated to be either
0.77 mV, rms or 0.94 mV, rms, respectively. Compared to the
simulation results of 0.73 mV, rms and 0.75 mV, rms for the
periodic simulations on the complete receiver shown in Table I
and the same noise factor , we find that separate simu-
lation of the LTI front-end and comparator noise contributions
yields comparable results when the ISF filtering effect is prop-
erly accounted for.

VI. CONCLUSION

This paper described the LTV model for clock comparators
that can accurately predict the decision error probability due
to random noises without resorting to the more general sto-
chastic differential equation models. The LTV model that con-
sists of filtering, sampling, and decision operations is applicable
for understanding the design trade-offs in clocked comparators
as well as estimating their random decision error probability
using the RF simulation techniques. Comparators typically do
not have separate filtering, sampling, and decision circuits, but
rather these operations are temporally separated, allowing them
to be modeled as consecutive operations in the LTV system
model. The periodic simulation results with SpectreRF for two
high-speed data receivers, one with and one without linear cir-
cuits preceding the comparators, match the measured noise per-
formance, confirming the validity of the approach.
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