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Abstract—A transceiver capable of 6.25-Gb/s data transmission
across legacy communications equipment backplanes is described.
To achieve a bit error rate (BER) 10

15, transmit and receive
equalization that can compensate up to 20 dB of channel loss is em-
ployed to remove intersymbol interference (ISI) resulting from fi-
nite channel bandwidth and reflections. The transmit feed-forward
equalizer (FFE) uses a four-tap symbol-spaced programmable fi-
nite impulse response (FIR) filter followed by a 4-bit digital-to-
analog converter (DAC) that drives a 50-
 transmission line. The
receiver uses a half-baud-rate adaptive decision feedback equalizer
(DFE) that cancels the first four symbol-spaced taps of postcursor
ISI without use of speculative techniques. Both the transmitter and
receiver use an LC-oscillator-based phase-locked loop (PLL) to
provide low jitter clocks. Techniques to minimize the complexity
of the FIR and DFE implementations are described. The trans-
ceiver is designed to be integrated in a standard ASIC flow in a
0.13- m digital CMOS technology. System measurements indicate
the ability to transmit and recover data eyes that have been fully
closed due to crosstalk and signal loss.

Index Terms—Adaptive equalizers, current-mode logic, data
communications, decision feedback equalizers, serial links,
transceivers.

I. INTRODUCTION

EVER increasing line data rates and integration are driving
the need for higher bandwidth backplane data transmis-

sion in communications equipment. Systems vendors are reluc-
tant to deploy new backplanes due to the high development cost
as well as a widely installed base of legacy systems. Meeting
these increased bandwidth requirements over legacy backplane
channels requires new transceiver circuit technology.

Many legacy backplanes were designed for either the Gigabit
Ethernet or the 10 Gigabit Ethernet extended attachment
unit interface (XAUI) standards, leading to data rates in the
1.25–3.125-Gb/s range. These backplane channels typically
include over 30 in of copper trace on a flame resistant 4 (FR-4)
dielectric, multiple connectors, and several plated through-hole
vias [Fig. 1(a)]. Although the resulting signal integrity was
sufficient at these data rates, the need for higher throughput and
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Fig. 1. Legacy backplane. (a) Physical channel. (b) Electrical characteristics.

increased port density is pushing backplane rates to 6.25 Gb/s.
At this high data rate, the channel nonidealities result in signal
loss and reflections as well as significant high-frequency
crosstalk. Fig. 1(b) illustrates measurements of a typical
legacy backplane channel with approximately 20 dB of loss at
3.125 GHz and crosstalk energy that actually exceeds the signal
energy at slightly higher frequencies.

Achieving a BER less than across such band-limited
channels requires equalization to flatten the channel response.
Typical multi-gigabit-per-second equalizer solutions include
transmitter preemphasis (or, more properly, deemphasis) to
boost the ratio of high- to low-frequency signal energy sent
from the transmitter [1], [2] or receiver feed-forward or linear
equalizers that accomplish the same function in the receiver
[3]. Multilevel signaling solutions such as four-level pulse
amplitude modulation (PAM-4) can also be used to fully utilize
the available bandwidth [4]–[7]. While effective for equalizing
isolated channels, transmit deemphasis also proportionally
increases high-frequency crosstalk, resulting in a decreased
system signal-to-noise ratio (SNR). In addition, without a
back channel, transmit equalization is typically not adaptive,
resulting in suboptimal performance in time-varying channels
where loss is dependent on factors such as temperature and
humidity [8]. Handling these variations requires an adaptive
equalizer approach, which is most readily accomplished in the
receiver. Linear receive filters can flatten the channel response,
but they do not discriminate crosstalk from the desired signal.
As a result, the high-frequency SNR is unchanged, rendering
these unsuitable for legacy backplanes where significant
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Fig. 2. Channel pulse response illustrating DFE and FFE regions of influence.

high-frequency crosstalk exists. Finally, although PAM-4 sig-
naling reduces the required bandwidth, no signaling standards
exist and the impact of reflections and crosstalk on PAM-4
solutions can be more severe compared to binary signaling,
as suggested in [5]. Overcoming these limitations requires a
combination of nonlinear adaptive receive equalization and
increased transmit equalizer performance.

A DFE is well suited to the receive equalizer function as
the slicer nonlinearity allows it to amplify the recovered signal
while rejecting noise [9]. At multi-gigabit-per-second rates, the
primary challenge is feeding back the decisions quickly enough
to implement the first filter tap. Due to speed limitations, most
multi-gigabit-per-second DFEs have employed speculative or
loop-unfolding techniques [5], [6], [10]. These approaches relax
the timing requirements of the first tap feedback by precom-
puting the equalized eye for either prior input data polarity, sam-
pling both results, and choosing the proper result once the pre-
vious bit decision is known. Unfortunately, this also introduces
unwanted loading in the critical signal and clock paths as well as
complicates the associated clock and data recovery (CDR) cir-
cuit design [6]. This paper presents a DFE at 6.25 Gb/s where
the first tap is fed back directly from the input slicers without
speculation. The direct DFE architecture avoids the loading and
CDR issues and provides a single straightforward equalization
approach for all taps. In contrast, speculative methods require ei-
ther the addition of a standard DFE for later taps, a combination
of DFE and linear or feed-forward equalization, or an exponen-
tial complexity increase if speculation is applied to later taps.

However, a DFE alone is not the complete solution since it
cannot cancel precursor intersymbol interference (ISI), and its
postcursor cancellation capabilities are limited by filter length
(see Fig. 2). Therefore, additional equalization is needed for op-
timum system performance over a variety of channels. Adding a
feed-forward equalizer (FFE) to the transmitter addresses these
concerns. Specifically, this design incorporates a programmable
four-tap transmit finite impulse response (FIR) filter capable of
canceling ISI beyond the region of influence of the DFE.

The remainder of the paper is organized as follows. Section II
describes the transmit architecture including the FFE and output
driver digital-to-analog converter (DAC). Section III covers
the receiver and DFE architectures. Section IV presents the
design for testability (DFT) techniques that enable high volume

Fig. 3. Transmitter block diagram.

manufacturing of the transceiver circuits. Section V details the
performance measurements of the transceiver circuits. Finally,
Section VI concludes the paper.

II. TRANSMITTER DESIGN

A. Architecture

A block diagram of the transmitter is shown in Fig. 3, where
a 4-bit digital FIR filter combined with a 4-bit DAC realizes the
FFE function. An alternative implementation employs analog
filters with parallel drivers that sums current contributions from
each tap. This leads to large capacitive overheads, since, in its
simplest form, the analog approach requires a separate driver
for each tap. If each tap driver is capable of driving a full-scale
output, the capacitive overhead factor can be as high as the
number of filter taps beyond the cursor tap. In practice, de-
signers restrict the supported filtering functions and share por-
tions of the tap drivers to reduce this overhead. Even then, how-
ever, a capacitive overhead of 50% or more is common [5].

The digital approach eliminates the parasitic overhead of the
analog approach and provides for highly flexible filter charac-
teristics. The reduced capacitance at the driver output increases
the output bandwidth and optimizes the return loss for min-
imal reflections. In particular, the measured differential return
loss for this transmitter was less than 12 dB from 10 MHz
to 3.125 GHz, and the common mode return loss was less than

12.9 dB over the same frequency range. This compares favor-
ably to the requirements of the Optical Internetworking Forum
(OIF) CEI-6G-LR specifications [11]. Moreover, the minimized
parasitic capacitance helps the transmitter achieve a large-signal
bandwidth of 6.3 GHz without inductive peaking, yielding a
compact layout. This bandwidth is roughly twice the Nyquist
frequency and is desirable to minimize ISI when transmitting
data streams with broadband frequency content.

B. DAC Implementation

To minimize glitches and mismatch-induced timing jitter, the
4-bit DAC is implemented as a fully segmented array of 15
identical current-mode logic (CML) drivers, as shown in Fig. 4.
Since each of the DAC segment drivers need only be capable
of contributing a single least significant bit (LSB) of current (or
1/15th of the full-scale output), the output capacitance for all 15
DAC segments is equivalent to that of a single tap driver in the
analog filtering approach.
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Fig. 4. Fully segmented Tx DAC circuit.

Fig. 5. Tx output driver and predriver V referenced biasing.

Linearity is a key specification for any DAC design. A differ-
ential nonlinearity (DNL) of 0.2 LSB and integral nonlinearity
(INL) of 0.3 LSB were achieved by using passive loads and
a 1.8-V termination voltage, which was necessary to keep the
output transistors fully saturated during capacitively-coupled
operation at the maximum output swing. The replica-bias cir-
cuit on the right side of Fig. 5 controls the output swing and can
be programmed to output from 700 to 1200 mV peak-to-peak
(p–p) differential by altering the reference voltage.

The DAC uses thin-oxide devices to maximize the perfor-
mance. To address channel hot carrier (CHC) concerns arising
from the 1.8-V termination voltage, channel lengths of greater
than twice the allowed minimum were used. More detailed CHC
simulations later revealed that using low-Vt devices raised the
common-source voltage of the switching pair sufficiently to al-
leviate any CHC concerns for even minimum channel length de-
vices. This fact was used to halve both the width and length of
the switching devices in a later power-optimized design. This
reduced the DAC input capacitance by a factor of 4 and cut the
total transmit power in half.

The input to each DAC is driven by a resistor-loaded CML
predriver with sufficient bandwidth such that no reactive
loading component is required. As Fig. 4 illustrates, multiple
predriver stages are required to drive the DAC. The later
power-optimized design reduced the DAC input capacitance,
allowing one of the predriver stages to be eliminated. Lower
power CMOS predrivers were also considered but were elim-
inated due to the jitter introduced by their delay sensitivity to
power supply variations.

Fig. 6. Full-baud-rate transmitter output retiming.

The predrivers are biased using the threshold referenced
biasing scheme of Fig. 5. The circuit sets the predriver ampli-
tude just large enough to steer 99% of the DAC tail current
through the “on” side of the differential pair, leaving the “off”
side device still saturated but approaching the onset of the
cutoff region. This scenario results in optimal output wave-
forms with symmetrical rising and falling edges and minimal
common-mode noise. To accomplish this, the “off” side device
in the DAC replica is diode-connected, and a leakage current

of roughly 1% of the DAC tail current is applied. The
resulting “off” side gate voltage is then approximately an
nMOS threshold voltage above the common-source voltage,
which is precisely what is required to achieve the desired
current steering. A replica of predriver no. 2 in a control loop
is used to generate the signal Tail2, which is used to bias all
predriver segments. A similar scheme is used to control the
swing of the first predriver stage. Controlling the CML swings
in this manner keeps all devices saturated and enables the
DAC to meet the desired swing, linearity, and signal integrity
requirements over process, voltage, and temperature variations.

C. Clock Generation and Distribution

To eliminate deterministic jitter induced by duty cycle distor-
tion in the transmit clock, the transmitter employs a full-baud re-
timer implemented as a CML master–slave flip-flop (see Fig. 6).
The bit-rate clock required by the retimer is generated using an
LC-VCO-based phase-locked loop (PLL) and a CML clock tree
to minimize susceptibility to supply and substrate noise. CML
has the added advantage that it draws a constant current and,
therefore, minimizes noise injection onto the supplies. For these
reasons, CML was used for all circuits that influence the trans-
mitter jitter performance. Circuits prior to the final 2:1 mux do
not impact jitter performance and were built with CMOS logic
powered from a separate 1.2-V supply. A programmable di-
vide by circuit, not shown here, with pro-
vides backward compatibility to lower speed standards such as
Gigabit Ethernet or XAUI.

D. FFE Implementation

The FFE is implemented using four parallel FIR filters op-
erating at 1/4 line rate with outputs serialized by a tree-type
multiplexer. The 4-bit DAC allows 5-bit filter coefficients (one
sign and four magnitude) that can equalize any combination of
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Fig. 7. Optimized look-up table implementation of Tx FFE.

precursor and postcursor taps to match the channel character-
istics. A look-up table implementation (shown in Fig. 7) en-
ables the design to operate at 1.5625 GHz. Four consecutive
input bits form a table address that selects a precomputed filter
output. With 15-bit thermometer-coded outputs, a direct im-
plementation would require a bit table. The
table size is halved by recognizing that

where
is a delayed input sample and is the filter output. This al-
lows storage of only the half of the table,
while the other half is recovered by sign correcting the address
bits and filter output based on [12]. The table size is nearly
halved again by storing the filter output as one sign bit and
seven magnitude bits from which the full 15-bit thermometer
code is reconstructed. This leads to a manageable table size of

bits. While further compression is possible,
it would make the translation to a thermometer code difficult at
1.5625 GHz.

Selecting the optimal filter coefficients for a particular
channel can be difficult. The high degree of flexibility afforded
by the digital filtering approach adds to this challenge. Although
system models can help select the coefficients, optimizing to
the actual channel including the transmitter and its package
is superior. To address this, the transmitter incorporates a
calibration mode that sends full-rate random codes to the DAC.
This allows broadband characterization of the channel transfer
function including the DAC, package, and backplane. The
receiver package and input model (generated from return loss
measurements) is added to this, completing the signal path.
Optimal filter coefficients can then be derived mathematically
from this end-to-end transfer function.

III. RECEIVER DESIGN

A. Architecture and DFE Implementation

Figs. 8 and 9 illustrate the half-baud-rate receiver and direct
feedback DFE. An LC-VCO-based PLL generates quadrature
phases of a 6.25-GHz clock. A digital phase interpolator and
CDR circuit sum weighted copies of these phases to gen-
erate data slicing clocks nominally centered in the recovered
data eye. Following the interpolator, a programmable divider
generates baud-rate clocks to support the native 6.25-Gb/s
and legacy 3.125- and 1.25-Gb/s rates without requiring a

Fig. 8. Receiver block diagram.

Fig. 9. Receiver analog front end and DFE.

wide tuning range PLL. Operating the interpolator at a fixed
frequency simplifies its design and optimizes linearity at the
critical highest frequency. A subsequent divide-by-two results
in in-phase (CLK0 and CLK180) and quadrature (CLK90 and
CLK270) half-baud-rate clocks that strobe the equalized data
eye at each transition and eye center. An additional clock pair,
DFECLKP/N, is also generated to retime the feedback of the
decisions in the equalizer.

In Fig. 9 (shown single-ended for simplicity), the ac-cou-
pled receiver input, RXIN, is terminated to a regulated
common-mode point through an on-chip 50- resistor.
The low-impedance termination voltage provides better
common-mode return loss over a wider frequency than a simple
voltage divider solution and helps to reduce common-mode
to differential conversion. Amplifier consists of a resistor
loaded differential transconductor that buffers the incoming
data prior to equalization. In addition to providing 6 dB gain,

also isolates the equalized signal, RXEQ, from the channel
and minimizes the parasitic capacitance at RXIN to improve
the input return loss and bandwidth. The output current from
transconductor and the weighted decision feedback currents
are summed into a resistive load, producing the equalized signal
RXEQ.

The DFE tap multiplication is provided by current-mode
DACs whose LSB currents are referenced to the gain of
transconductor to provide process-, voltage-, and tempera-
ture-independent input-referred ISI cancellation. Each LSB of
current multiplied by the load resistor corresponds to approxi-
mately 5 mV of input-referred ISI. Referring the tap currents to
the input gain reduces the range requirement for the DACs and
the need for complex gain control of . Statistical modeling
[13] indicated a need for 5 bits of range for the first tap, 4 bits
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Fig. 10. (a) Receiver timing diagrams. (b) DFE feedback clock timing
adjustment.

plus sign for the second, and 3 bits plus sign for the third and
fourth taps.

The timing of the feedback is controlled by an additional
clock, DFECLK, which alternately latches and selects the
outputs of the two recovered half-baud-rate slicer outputs.
The DFECLK delay with respect to CLK0 and CLK180, the
transition sampling clocks, is set using a programmable delay
stage using a technique similar to that in [5]. After initial reset,
the delay is adjusted to set the crossing point of the fed back
differential data to be coincident with the desired crossing point
of the equalized data (Fig. 10). During the delay calibration
period, input buffer is disabled and the DFE tap coefficients
are fixed to , which generates
a repeating 1010 pattern at the sense amplifier inputs. By
sampling the resulting “eye” using CLK0 and CLK180, it is
determined whether the fed back data is early or late with
respect to the edge sampling clocks and the ideal position is
found using a linear search technique. This delay control is
required by the DFE tap coefficient update algorithm that is
described in the next section. Although subsequent shifts in
operating voltage and temperature can impact the optimum
delay, these small changes (since process variations are already
cancelled) have little simulated or measured impact on the tap
coefficient convergence.

Before the input slicers, an additional pair of amplifiers,
labeled , is included. These amplifiers limit the equalized
signal, improve the overall bandwidth by distributing the gain,
aid in the common-mode rejection of the sense amplifiers,
and isolate any charge kickback generated among the sense
amplifiers.

B. DFE Tap Adaptation

A common approach to DFE tap adaptation measures the
equalized eye height and minimizes the error between the actual
and expected eye heights. Unfortunately, this requires additional

Fig. 11. Transition sampling based CDR and DFE update. (a) and (b) CDR
update. (c) and (d) DFE tap coefficients update.

hardware to accurately sense the eye height at high data rates.
This overhead is avoided by reusing existing circuits already re-
quired by the CDR and exploits the property that minimizing the
differential crossing point jitter also maximizes the center eye
height [13]. The binary CDR already oversamples the receiver
input data at the symbol center and edge. This provides infor-
mation about both the eye width and recovered clock position
that is used to update both the CDR and DFE tap coefficients.

Fig. 11 illustrates the CDR and DFE adaptation criteria. In
(a) and (b), the two cases where both transition sampling clocks
are either early or late with respect to the eye edges are illus-
trated. If both are early, the CDR delays the output phase of all
clocks. If both are late, the CDR advances the output phase of
all clocks. In (c) and (d), the cases for the DFE tap coefficient
adaptation are illustrated. If the leading edge is early while the
trailing edge is late, then the eye width is too narrow and the
eye underequalized. If the leading edge is late while the trailing
edge is early, the eye is too wide and is overequalized. This pro-
vides error information to a sign–sign least mean square (LMS)
algorithm that uses this and the prior data decisions to deter-
mine which previous bits contributed to the residual ISI. The tap
weights are then updated according to the following equation:

, where
is the th DFE tap at time , is a programmable variable setting
the magnitude of the tap updates, is the transition slicer
decision leading the current data decision , and and

are taken from the history of data decisions. The coef-
ficients are then digitally low pass filtered to reduce the impact
of noise and jitter on the tap updates and reduce any interaction
between convergence of the DFE coefficients and the relatively
high bandwidth CDR loop. A more comprehensive description
of the DFE tap adaptation can be found in [13].

C. DFE Critical Timing Path

Fig. 12 illustrates the DFE critical timing path. Since the DFE
adapts based on the equalized signal transitions, when properly
equalized, their differential crossings should be coincident with
the transition sampling clock edges. This requires control of the
timing of DFECLK since improperly equalized edges lead to
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Fig. 12. DFE critical path timing. (a) Delay contributors. (b) Timing diagram.

suboptimal DFE convergence and a higher BER. To properly
converge, the feedback must settle to 50% of its final value half
of a unit interval (UI) after the sample, or 80 ps in the case of
a 6.25-Gb/s data stream. If not, the DFE tap update engine may
falsely sense that the eye is underequalized, resulting in subop-
timal convergence. This is most difficult for the first tap since
the sense amplifiers must resolve input signal swings as small
as 20 mV peak differential within this time window. The 80 ps
critical path timing includes the propagation delays of ampli-
fier and the tap feedback mux as well as the resolution time
of the sense amplifier . Therefore, the maximum

delay must be less than 80 ps minus the propaga-
tion delays of and the tap feedback mux.

Since dominates the timing and is a strong func-
tion of the sense amplifier input amplitude, adding amplifier
actually improves the system timing margins. For very small
input amplitudes and possibly varying common-modes (due to
crosstalk noise and different DFE tap magnitudes), the regener-
ative gain of the sense amplifier consumes significant time. Al-
though adds delay in the critical timing path, the reduction in

due to its gain and better controlled common-mode
at the sense amplifier input more than compensates.

D. Sense Amplifier Design

To accommodate the DFE timing, the sense amplifier and the
first tap feedback latch are combined (Fig. 13). Most high-speed
sense amplifier designs [14]–[16] utilize a core sense amplifier
that generates a pulse according to the input data polarity fol-
lowed by a set–reset (SR) latch to capture the result. However,
even in an optimized design such as [15], the added latch delay
is still too great to meet the critical timing path.

To satisfy the speed and latch timing requirements of the
DFE, the SR outputs of the sense amplifier are buffered by
a pair of clocked inverters and parallel hold latches (Fig. 13)
and directly processed in the DFE. Hysteresis is minimized by
precharging and shorting all internal differential nodes of the

Fig. 13. Sense amplifier. (a) Schematic. (b) Timing diagram.

sense amplifier and secondary latches. This also reduces the im-
pact of device mismatch on the input offset.

During the precharge state, the clocked inverters isolate the
sense amplifier from the output latches and allow a full UI of
precharge time, minimizing hysteresis while using modest de-
vice sizes. The inverters also reduce the load seen by the core
sense amplifier, provide the drive strength needed to charge and
discharge the large feedback mux capacitance, and distribute the
gain to minimize the overall delay of the sense amplifier. The
parallel latches hold the decision until it is no longer needed in
the feedback loop and are reset using a combination of the sam-
pling clock and DFECLK.

Optimizing the critical timing path circuits required extensive
statistical simulation. High-level system modeling indicated
that a 20-mV peak (input referred) differential sensitivity was
required to meet a BER in a worst case legacy backplane
channel. In this implementation, the primary determinant of the
receiver sensitivity is the resolution time of the sense amplifier.
The impact of both device mismatch and process variations
was analyzed using Monte Carlo analysis. Fig. 14(a) plots the
fraction of Monte Carlo simulations meeting a 60-ps resolu-
tion time as a function of the sense amplifier differential and
common-mode input voltages. Fig. 14(b) plots the input-re-
ferred receiver sensitivity based on statistical simulations of
the entire analog front end. In this case, the minimum input
swing required to meet the critical 80 ps feedback path timing
was found for each statistical model set. Based on this form of
analysis, it was shown that the 20-mV sensitivity requirements
could be met in volume production.

E. Tap Feedback Mux Design

The tap feedback muxes from Fig. 9 are expanded in Fig. 15.
A pair of current-mode DACs controls the tail current to set each

coefficient weight. Splitting the feedback into two separate
CML muxes with the unselected current being shunted to VDD
eased the layout of the critical equalized node. It also improved
the signal integrity of the fed back signals by further isolating
the decisions between the two data sense amplifiers.
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Fig. 14. (a) Statistical simulation results of sense amplifier V and V needed to meet t < 60 ps. (b) V at bumps needed to satisfy DFE
timing.

Fig. 15. DFE tap feedback mux schematic.

F. Clock Generation and Distribution

Although CML clocks are well-suited to high data rate trans-
ceivers due to their supply noise immunity, sense amplifiers re-
quire full-swing clocks to achieve low-resolution times. As a
result, the differential clocks from the phase interpolators and
the dividers are converted to rail-to-rail voltage levels for the re-
ceiver sense amplifiers. Each clock has a duty cycle correction
loop to minimize the impact of the half-baud-rate architecture.

IV. TEST AND CALIBRATION FEATURES

A. Transmitter Test and Characterization Features

The transmitter incorporates a pattern generator that can
be used for built-in self test (BIST) in a production environ-
ment and bench testing. The generator supports clock patterns
and pseudorandom bit sequences (PRBS) of length and

. In addition to these traditional transceiver test features,
the presence of a DAC in the transmitter mandates additional
test and characterization capabilities.

For example, the transmitter features a DAC ramp mode for
characterizing INL, DNL, glitch area, and settling time. In this
mode, the pattern generator presents the DAC with triangle
waves of alternately increasing and decreasing DAC codes.
In another mode, the pattern generator sends random codes
to the DAC. This feature is useful for gauging linearity and
for characterizing the glitch impulse area and settling time for
nonadjacent DAC codes.

The transmitter also offers a direct-access mode in which the
FIR filters are bypassed allowing externally generated patterns
to be fed straight to the DAC using 32 bits of the parallel transmit

Fig. 16. Tx thermometer code toggle test mode.

data interface. This mode is useful for applying patterns and
code sequences not supported by the pattern generator such as
the sinusoidal waveforms needed for single-tone and multitone
intermodulation distortion (IMD) tests. It also provides support
for spurious-free dynamic range (SFDR) and signal-to-noise-
and-distortion (SINAD) measurements.

A DAC “thermo-toggle” mode is also available to allow char-
acterization of timing and current mismatch between the DAC
segments. In this mode, as illustrated in Fig. 16, all but one of
the thermometer-coded DAC segment inputs are held at a con-
stant value, while the input to the remaining segment is toggled,
producing a clock pattern with nominal amplitude of one LSB.
By repeating this procedure for each of the DAC segments and
comparing the edge positions and amplitudes of the resulting
waveforms, timing and current mismatch statistics can be gath-
ered for each of the DAC segments.

B. Receiver Built-In Sensitivity Measurements

In addition to pattern verifiers that complement the transmit
PRBS generators, more thorough characterization and verifica-
tion of the receiver analog front end is needed in a production
environment. Guaranteeing a BER means verifying that
the 20-mV sensitivity requirement is met for all devices. This
sensitivity depends not only on the input offset, which is domi-
nated by amplifiers and in Fig. 9, but also on the crit-
ical path timing at 6.25 Gb/s. While low-cost automated test
hardware can test for offsets, they generally cannot generate
small-swing high-speed data to exercise the critical timing paths
and test at-speed sensitivity.

One solution exploits the DFE feedback loop to generate
at-speed data patterns of varying amplitude, detect a pattern
signature on the slow-speed parallel interface, and report the
results to the test program. To turn the DFE into a pattern
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TABLE I
SUMMARY OF PERFORMANCE OF COMPLETE TRANSCEIVER

Fig. 17. DFE sensitivity test mode waveforms.

generator, the receiver inputs are shorted to the common
mode and the DFE tap coefficients are programmed to a fixed
ratio. This places the DFE in a mode where it generates a
known self-propagating data pattern. For example, setting

results in a repeating
01101001 pattern at the sense amplifier inputs with an ampli-
tude that varies between to , as illustrated
in Fig. 17. Next, is decreased until a failure is detected on the
demultiplexed data by a low-speed pattern verifier. The value
of indicates the resulting sensitivity in units of the DFE tap
LSB for each receiver.

V. EXPERIMENTAL RESULTS

To validate transceiver performance, a mux/demux chip was
built that integrated eight 6.25 Gb/s Tx/Rx pairs and sixteen
3.125 Gb/s Tx/Rx pairs. Fig. 18 shows a micrograph of the
die. The 3.0 7.9 mm chip was fabricated in a 1.2-V 0.13- m
CMOS technology with seven metal layers and dissipates 7 W
in a 361-pin organic flip-chip ball grid array (BGA) package.
Table I summarizes the performance of the complete transceiver.

The PLL phase noise, measured using a spectrum analyzer
with the Tx sending a 3.125-GHz clock pattern (1010 ), was

Fig. 18. Die photograph of complete mux/demux test chip.

less than 0.6 ps root mean square (rms) integrated over a band of
offset frequencies extending from 10 kHz to 1 GHz. The mea-
surement was taken with a 100 PLL multiplication factor with
a reference clock frequency of 62.5 MHz.

Fig. 19 shows the near-end eye diagram for a PRBS
pattern superimposed on the OIF CEI-6G-LR mask [11]. The
measured near-end total jitter was 16 ps p–p, including 8 ps
of deterministic jitter. Fig. 20 shows the far-end eye diagram
demonstrating the impact of the FFE on a legacy backplane
channel consisting of 36 in of FR-4 with two connectors that ex-
hibited a loss of 21.3 dB at the Nyquist frequency. The far-end
jitter measured 55 ps p–p for this channel. Without the FFE, the
far-end eye is completely closed.

Fig. 21(a) illustrates the setup used to duplicate the legacy
backplane environment and test the capabilities of the receive
equalizer. The output of a transmitter was connected to a worst
case [in terms of loss and near-end crosstalk (NEXT)] system
channel through a daughter card. The transmitter sent a
PRBS pattern with a 1200-mV p–p differential output swing.
All transmit equalization was disabled to determine the perfor-
mance of the adaptive Rx equalizer alone. A bit error rate tester
(BERT) pattern generator acting as a NEXT aggressor generated
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Fig. 19. Tx near-end eye diagram with CEI-6G-LR eye mask at 6.25 Gb/s.

Fig. 20. Tx eye diagram after 36 in of FR-4 and two connectors at 6.25 Gb/s.

Fig. 21. (a) Rx equalizer test setup. (b) Received eye diagram at 6.25 Gb/s.
(c) Impact of NEXT amplitude.

a 1200-mV p–p differential PRBS pattern at a slight fre-
quency offset from the channel under test into the worst case
NEXT channel. Due to the extremely sharp edges generated by
the BERT transmitter, high-frequency crosstalk is greater than
that in a real system. Fig. 21(b) plots the resulting fully closed

Fig. 22. Histogram of Rx built-in sensitivity measurement results.

eye at the receiver input. Under these conditions, a BER of less
than has been demonstrated, with the receiver adapting
the CDR and DFE tap coefficients to the channel.

Next, the amplitude of the crosstalk aggressor was varied to
judge the impact of increased crosstalk on the measured BER.
Fig 21(c) plots the result, where no errors were seen for crosstalk
amplitudes of 1200 mV p–p differential and below.

The receiver sensitivity BIST described in the previous sec-
tion was used to make over 33 000 measurements of the Rx sen-
sitivity as process, voltage, and temperature were varied. The
results are plotted in Fig. 22, where more than 95% of the mea-
surements indicate 10-mV peak input-referred differential sen-
sitivity or better. In actual production test, limits would be set to
guarantee that all shipped devices exceed the 20-mV required
sensitivity.

VI. CONCLUSION

This paper presented the design and measurement results of
a transceiver solution designed in a standard 0.13- m CMOS
process capable of communicating data at a 6.25-Gb/s data
rate across legacy system backplanes originally designed for
1.25-Gb/s rates. The transmit equalizer used a 4-bit FIR filter
and a fully segmented 4-bit DAC that both maximized the
FFE tuning flexibility and minimized the output capacitance.
A BER of less than was achieved using a DFE capable
of equalizing up to 20 dB of channel loss without amplifying
the dominant high-frequency crosstalk noise. The receiver DFE
operated from half-baud-rate recovered clocks and was capable
of directly correcting the first symbol-spaced ISI tap without
speculation. The receiver also used a low-overhead adaptation
technique for the equalizer tap coefficients based on eye tran-
sition sampling. The transmitter and receiver both included
BIST and measurement circuitry to aid in characterization and
economical production testing.
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