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Chapter 2  
 
Background 

This chapter describes the basic principles of high-speed electrical and optical link 

design.  It begins with an overview of the electrical circuits required to achieve high-

speed communication over band-limited electrical channels, and then discusses optical 

channel advantages and optical source and detector properties.  It ends with a brief 

review of the electrical circuit techniques commonly applied to interface with these 

optical devices. 

2.1 High-Speed Electrical Links 

High-speed point-to-point electrical links are commonly used in short distance chip-to 

chip communication applications such as internet routers [358H6,359H7], multi-processor systems 

[13F14], and processor-memory interfaces [14F15-15F16F17].  In order to achieve high data rates, these 

systems employ specialized I/O circuitry that performs incident wave signaling over 

carefully designed controlled-impedance channels.  As will be described later in this 

section, the electrical channel’s frequency-dependent loss and impedance discontinuities 

become major limiters in data rate scaling.  While traditionally simple binary non-return-

to-zero (NRZ) pulse-amplitude-modulation (PAM-2) techniques have been used [17F18], 
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today’s multi-Gb/s links require link designers to implement channel equalization [360H6- 361H362H8] 

and consider more advanced modulation schemes [18F19,19F20]. 

This section begins by describing the three major link circuit components, the 

transmitter, receiver, and timing system.  Next, it discusses the electrical channel 

properties that impact the transmitted signal.  The section concludes by providing an 

overview of common equalization schemes and advanced modulation techniques that 

designers implement in order to extend data rates over the band-limited electrical 

channels. 

2.1.1 Electrical Link Circuits 

363HFigure 2.1 shows the major components of a typical high-speed electrical link system.  

Due to the limited number of high-speed I/O pins in chip packages and printed circuit 

board (PCB) wiring constraints, a high-bandwidth transmitter serializes parallel input 

data for transmission.  Differential low-swing signaling is commonly used for common-

mode noise rejection [ 20F21].  At the receiver, the incoming signal is sampled, regenerated 

to CMOS values, and deserialized.  High-frequency clocks synchronize the data transfer 

and are generated by a frequency synthesis phase-locked loop (PLL) at the transmitter 

and recovered from the incoming data stream by a clock-and-data recovery (CDR) unit at 

the receiver. 

 
Figure 2.1:  High-speed electrical link system 
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Transmitter 
The transmitter must generate an accurate voltage swing on the channel while also 

maintaining proper output impedance in order to attenuate any channel-induced 

reflections.  Either current or voltage-mode drivers, shown in 364HFigure 2.2, are suitable 

output stages.  Current-mode drivers typically steer current close to 20mA between the 

differential channel lines in order to launch a bipolar voltage swing on the order of 

±500mV.  Driver output impedance is maintained through termination which is in 

parallel with the high-impedance current switch.  While current-mode drivers are most 

commonly implemented [21F22], the power associated with the required output voltage for 

proper transistor output impedance and the “wasted” current in the parallel termination 

led designers to consider voltage-mode drivers.  These drivers use a regulated output 

stage to supply a fixed output swing on the channel through a series termination which is 

feedback controlled [22F23].  While the feedback impedance control is not as simple as 

parallel termination, the voltage-mode drivers have the potential to supply an equal 

receiver voltage swing at a quarter [23F24] of the common 20mA cost of current-mode 

drivers. 

 
Figure 2.2:  Transmitter output stages:  (a) current-mode driver, (b) voltage-mode driver 

Receiver 
365HFigure 2.3 shows a high-speed receiver which compares the incoming data to a threshold 

and amplifies the signal to a CMOS value.  This highlights a major advantage of binary 

differential signaling, where this threshold is inherent, whereas single-ended signaling 

requires careful threshold generation to account for variations in signal amplitude, loss, 

and noise [24F25].  The bulk of the signal amplification is often performed with a positive 
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feedback latch [25F26,26F27].  These latches are more power-efficient versus cascaded linear 

amplification stages since they don’t dissipate DC current.  While regenerative latches 

are the most power-efficient input amplifiers, link designers have used a small number of 

linear pre-amplification stages to implement equalization filters that offset channel loss 

faced by high data rate signals [366H15,27F28]. 

 
Figure 2.3:  Receiver input stage with regenerative latch [367H26] 

One issue with these latches is that they require time to reset or “pre-charge”, and 

thus to achieve high data rates, often multiple latches are placed in parallel at the input 

and activated with multiple clock phases spaced a bit period apart in a time-division-

demultiplexing manner [368H18,28F29], shown in 369HFigure 2.4.  This technique is also applicable at 

the transmitter, where the maximum serialized data rate is set by the clocks switching the 

multiplexer.  The use of multiple clock phases offset in time by a bit period can overcome 

the intrinsic gate-speed which limits the maximum clock rate that can be efficiently 

distributed to 6-8 FO4 delays [29F30]. 
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Figure 2.4:  Time-division multiplexing link 

Timing Circuits 
High-precision low-noise clocks are necessary at both the transmitter and receiver in 

order to ensure sufficient timing margins at high data rates.  370HFigure 2.5 show a PLL, 

which is often used at the transmitter for clock synthesis in order to serialize reduced-rate 

parallel input data and also potentially at the receiver for clock recovery.  The PLL is a 

negative feedback loop which works to lock the phase of the feedback clock to an input 

reference clock.  A phase-frequency detector produces an error signal which is 

proportional to the phase difference between the feedback and reference clocks.  This 

phase error is then filtered to provide a control signal to a voltage-controlled oscillator 

(VCO) which generates the output clock.  The PLL performs frequency synthesis by 

placing a clock divider in the feedback path, which forces the loop to lock with the output 

clock frequency equal to the input reference frequency times the loop division factor. 

 
Figure 2.5:  PLL frequency synthesizer 
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It is important that the PLL produce clocks with low timing noise, quantified in the 

timing domain as jitter and in the frequency domain as phase noise.  Considering this, the 

most critical PLL component is the VCO, as its phase noise performance can dominate at 

the output clock and have a large influence on the overall loop design.  LC oscillators 

typically have the best phase noise performance, but their area is large and tuning range is 

limited [30F31].  While ring oscillators display inferior phase noise characteristics, they offer 

advantages in reduced area, wide frequency range, and ability to easily generate multiple 

phase clocks for time-division multiplexing applications [371H18,372H29]. 

Also important is the PLL’s ability to maintain proper operation over process 

variances, operating voltage, temperature, and frequency range.  To address this, self-

biasing techniques were developed by Maneatis [31F32] and expanded in [32F33,33F34] that set 

constant loop stability and noise filtering parameters over these variances in operating 

conditions. 

At the receiver, clock recovery is required in order to position the data sampling 

clocks with maximum timing margin and also filter the incoming signal jitter.  It is 

possible to modify a PLL to perform clock recovery with changes in the phase detection 

circuitry, as shown in 373HFigure 2.6.  Here the phase detector samples the incoming data 

stream to extract both data and phase information.  As shown in 374HFigure 2.7, the phase 

detector can either be linear [34F35], which provides both sign and magnitude information of 

the phase error, or binary [35F36], which provides only phase error sign information.  While 

CDR systems with linear phase detectors are easier to analyze, generally they are harder 

to implement at high data rates due to the difficulty of generating narrow error pulse 

widths, resulting in effective dead-zones in the phase detector [36F37].  Binary, or 

“bangbang”, phase detectors minimize this problem by providing equal delay for both 

data and phase information and only resolving the sign of the phase error [37F38].  In order 

to properly filter the input data jitter to prevent transfer onto the receiver clocks, the CDR 

bandwidth must be set sufficiently low, such that it has a hard time reducing the intrinsic 

phase noise of a ring VCO.  Thus, while a PLL-based CDR is an efficient solution, 

generally one cannot optimally filter both VCO phase noise and input data jitter.  This 
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motivates the use of dual-loop clock recovery [375H25], which provides two degrees of 

freedom to filter the two dominant clock noise sources. 

 
Figure 2.6:  PLL-based CDR system 

 
Figure 2.7:  CDR phase detectors:  (a) linear [376H35], (b) binary [ 377H36] 
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While proper design of these high-speed I/O components requires considerable 

attention, CMOS scaling allows the basic circuit blocks to achieve data rates that exceed 

10Gb/s [378H15,379H16].  However, as data rates scale into the low Gb/s, the frequency dependent 

loss of the chip-to-chip electrical wires disperses the transmitted signal to the extent that 

it is undetectable at the receiver without proper signal processing or channel equalization 

techniques.  Thus, in order to design systems that achieve increased data rates, link 

designers must comprehend the high-frequency characteristics of the electrical channel, 

which are outlined next. 

2.1.2 Electrical Channels 

Electrical inter-chip communication bandwidth is predominantly limited by high-

frequency loss of electrical traces, reflections caused from impedance discontinuities, and 

adjacent signal crosstalk, as shown in 380HFigure 2.8.  The relative magnitudes of these 

channel characteristics depend on the length and quality of the electrical channel which is 

a function of the application.  Common applications range from processor-to-memory 

interconnection, which typically have short (<10”) top-level microstrip traces with 

relatively uniform loss slopes [381H15], to server/router and multi-processor systems, which 

employ either long (~30”) multi-layer backplanes [382H6] or (~10m) cables [38F39] which can 

both possess large impedance discontinuities and loss.   

Dispersion 
PCB traces suffer from high-frequency attenuation caused by wire skin effect and 

dielectric loss.  As a signal propagates down a transmission line, the normalized 

amplitude at a distance x is equal to 

( )
( )

( )xDRe
V

xV αα +−=
0 , 

(2.1)

 

where αR and αD represent resistive and dielectric loss factors [383H21].  The skin effect, 

which describes the process of high-frequency signal current crowding near the 

conductor surface, impacts the resistive loss term as frequency increases.  This results in 

a resistive loss term which is proportional to the square-root of frequency 
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Figure 2.8:  Backplane system cross-section 
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where D is the trace’s diameter (in), ρr is the relative resistivity compared to copper, and 

Z0 is the trace’s characteristic impedance [39F40].  Dielectric loss describes the process 

where energy is absorbed from the signal trace and transferred into heat due to the 

rotation of the board’s dielectric atoms in an alternating electric field [384H40].  This results in 

the dielectric loss term increasing proportional to the signal frequency 

f
c

Dr
D

δεπ
α

tan
= , 

(2.3)

 

where εr is the relative permittivity, c is the speed of light, and tanδD is the board 

material’s loss tangent [385H21]. 

386HFigure 2.9 shows how these frequency dependent loss terms result in low-pass 

channels where the attenuation increases with distance [40F41].  The high-frequency content 

of a pulses sent across such channel is filtered, resulting in an attenuated received pulse 

whose energy has been spread or dispersed over several bit periods, as shown in 387HFigure 

2.10(a).  When transmitting data across the channel, energy from individual bits will now 

interfere with adjacent bits and make them more difficult to detect.  This intersymbol 

interference (ISI) increases with channel loss and can completely close the received data 

eye diagram, as shown in 388HFigure 2.10(b). 
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Figure 2.9:  Frequency response of several backplane channels [389H41] 

 
(a)      (b) 

Figure 2.10:  Backplane channel performance at 5Gb/s:  (a) pulse response, (b) eye 
diagram 

Reflections 
Signal interference also results from reflections caused by impedance discontinuities.  If a 

signal propagating across a transmission line experiences a change in impedance Zr 

relative to the line’s characteristic impedance Z0, a percentage of that signal equal to 
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will reflect back to the transmitter.  This results in an attenuated or, in the case of 

multiple reflections, a time delayed version of the signal arriving at the receiver.  The 

most common sources of impedance discontinuities are from on-chip termination 

mismatches and via stubs that result with signaling over multiple PCB layers.  390HFigure 2.9 

shows that the capacitive discontinuity formed by the thick backplane via stubs can cause 

severe nulls in the channel frequency response. 

Crosstalk 
Another form of interference comes from crosstalk, which occurs due to both capacitive 

and inductive coupling between neighboring signal lines.  As a signal propagates across 

the channel, it experiences the most crosstalk in the backplane connectors and chip 

packages where the signal spacing is smallest compared to the distance to a shield.  

Crosstalk is classified as near-end (NEXT), where energy from an aggressor (transmitter) 

couples and is reflected back to the victim (receiver) on the same chip, and far-end 

(FEXT), where the aggressor energy couples and propagates along the channel to a 

victim on another chip.  NEXT is commonly the most detrimental crosstalk, as energy 

from a strong transmitter (~1Vpp) can couple onto a received signal at the same chip 

which has been attenuated (~20mVpp) from propagating on the lossy channel.  Crosstalk 

is potentially a major limiter to high-speed electrical link scaling, as in common 

backplane channels the crosstalk energy can actually exceed the through channel signal 

energy at frequencies near 4GHz [391H6]. 

2.1.3 Channel Equalization and Advanced Modulation Techniques 

The previous subsection discussed interference mechanisms that can severely limit the 

rate at which data is transmitted across electrical channels.  As shown in 392HFigure 2.9(b), 

frequency dependent channel loss can reach magnitudes sufficient to make simple NRZ 

binary signaling undetectable.  Thus, in order to continue scaling electrical link data rates, 

designers have implemented systems which compensate for frequency dependent loss or 

equalize the channel response.  This subsection discusses how the equalization circuitry 

is often implemented in high-speed links, and other approaches for dealing with these 

issues. 
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Equalization Systems 
In order to extend a given channel’s maximum data rate, many communication systems 

use equalization techniques to cancel intersymbol interference caused by channel 

distortion.  Equalizers are implemented either as linear filters (both discrete and 

continuous-time) that attempt to flatten the channel frequency response, or as non-linear 

filters that directly cancel ISI based on the received data sequence.  Depending on system 

data rate requirements relative to channel bandwidth and the severity of potential noise 

sources, different combinations of transmit and/or receive equalization are employed. 

Transmit equalization, implemented with an FIR filter, is the most common 

technique used in high-speed links [41F42].  This TX “pre-emphasis” (or more accurately 

“de-emphasis”) filter, shown in 393HFigure 2.11, attempts to invert the channel distortion that 

a data bit experiences by pre-distorting or shaping the pulse over several bit times.  While 

this filtering could also be implemented at the receiver, the main advantage of 

implementing the equalization at the transmitter is that it is generally easier to build high-

speed digital-to-analog converters (DACs) versus receive-side analog-to-digital 

converters.  However, because the transmitter is limited in the amount of peak-power that 

it can send across the channel due to driver voltage headroom constraints, the net result is 

that the low-frequency signal content has been attenuated down to the high-frequency 

level, as shown in 394HFigure 2.11. 

 
Figure 2.11:  TX equalization with an FIR filter 

395HFigure 2.12 shows a block diagram of receiver-side FIR equalization.  A common 

problem faced by linear receive side equalization is that high-frequency noise content and 
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crosstalk are amplified along with the incoming signal.  Also challenging is the 

implementation of the analog delay elements, which are often implemented through time-

interleaved sample-and-hold stages [42F43] or through pure analog delay stages with large 

area passives [43F44,44F45].  Nonetheless, one of the major advantage of receive side 

equalization is that the filter tap coefficients can be adaptively tuned to the specific 

channel [396H43], which is not possible with transmit-side equalization unless a “back-

channel” is implemented [ 45F46]. 

 
Figure 2.12:  RX equalization with an FIR filter 

Linear receiver equalization can also be implemented with a continuous-time 

amplifier, as shown in 397HFigure 2.13.  Here, programmable RC-degeneration in the 

differential amplifier creates a high-pass filter transfer function which compensates the 

low-pass channel.  While this implementation is a simple and low-area solution, one issue 

is that the amplifier has to supply gain at frequencies close to the full signal data rate.  

This gain-bandwidth requirement potentially limits the maximum data rate, particularly 

in time-division demultiplexing receivers. 



CHAPTER 2. BACKGROUND 

 

18 

 
Figure 2.13:  Continuous-time equalizing amplifier 

The final equalization topology commonly implemented in high-speed links is a 

receiver-side decision feedback equalizer (DFE).  A DFE, shown in 398HFigure 2.14, attempts 

to directly subtract ISI from the incoming signal by feeding back the resolved data to 

control the polarity of the equalization taps.  Unlike linear receive equalization, a DFE 

doesn’t directly amplify the input signal noise or cross-talk since it uses the quantized 

input values.  However, there is the potential for error propagation in a DFE if the noise 

is large enough for a quantized output to be wrong.  Also, due to the feedback 

equalization structure, the DFE cannot cancel pre-cursor ISI.  The major challenge in 

DFE implementation is closing timing on the first tap feedback since this must be done in 

one bit period or unit interval (UI).  Direct feedback implementations [399H6] require this 

critical timing path to be highly optimized.  While a loop-unrolling architecture 

eliminates the need for first tap feedback [46F47], if a multiple tap implementation is 

required the critical path simply shifts to the second tap which has a timing constraint 

also near 1UI [400H8]. 
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Figure 2.14:  RX equalization with a DFE 

Advanced Modulation Techniques 
Modulation techniques which provide spectral efficiencies higher than simple binary 

signaling have also been implemented by link designers in order to increase data rates 

over band-limited channels.  Multi-level PAM, most commonly PAM-4, is a popular 

modulation scheme which has been implemented both in academia [47F48] and industry 

[48F49,49F50].  Shown in 401HFigure 2.15, PAM-4 modulation consists of two bits per symbol, 

which allows transmission of an equivalent amount of data in half the channel bandwidth.  

However, due to the transmitter’s peak-power limit, the voltage margin between symbols 

is 3x (9.5dB) lower with PAM-4 versus simple binary PAM-2 signaling.  Thus, a general 

rule of thumb exists that if the channel loss at the PAM-2 Nyquist frequency is greater 

than 10dB relative to the previous octave, then PAM-4 can potentially offer a higher 

signal-to-noise ratio (SNR) at the receiver.  However, this rule can be somewhat 

optimistic due to the differing ISI and jitter distribution present with PAM-4 signaling 

[50F51].  Also, PAM-2 signaling with a non-linear DFE at the receiver further bridges the 

performance gap due to the DFE’s ability to cancel the dominant first post-cursor ISI 

without the inherent signal attenuation associated with transmitter equalization [402H7]. 
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Figure 2.15:  Pulse amplitude modulation – simple binary PAM-2 (1bit/symbol) and 
PAM-4 (2bits/symbol) 

Another more radical modulation format under consideration by link researchers is 

the use of multi-tone signaling.  While this type of signaling is commonly used in 

systems such as DSL modems [51F52], it is relatively new for high-speed inter-chip 

communication applications.  In contrast with conventional baseband signaling, multi-

tone signaling breaks the channel bandwidth into multiple frequency bands over which 

data is transmitted.  This technique has the potential to greatly reduce equalization 

complexity relative to baseband signaling due to the reduction in per-band loss and the 

ability to selectively avoid severe channel nulls.  Typically, in systems such as modems 

where the data rate is significantly lower than the on-chip processing frequencies, the 

required frequency conversion in done in the digital domain and requires DAC transmit 

and ADC receive front-ends [52F53,53F54].  While it is possible to implement high-speed 

transmit DACs [54F55], the excessive digital processing and ADC speed and precision 

required for multi-Gb/s channel bands results in prohibitive receiver power and 

complexity.  Thus, for power-efficient multi-tone receivers, researchers have proposed 

using analog mixing techniques combined with integration filters and multiple-input-

multiple-output (MIMO) DFEs to cancel out band-to-band interference [403H20]. 
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Serious challenges exist in achieving increased inter-chip communication bandwidth 

over electrical channels while still satisfying I/O power and density constraints.  As 

discussed, current equalization and advanced modulation techniques allow data rates near 

10Gb/s over severely band-limited channels.  However, this additional circuitry comes 

with a power and complexity cost, with typical commercial high-speed serial I/O links 

consuming close to 20mW/Gb/s [55F56,404H39] and research-grade links consuming near 

10mW/Gb/s [405H15,406H17].  The demand for higher data rates will only result in increased 

equalization requirements and further degrade link energy efficiencies.  While there has 

been recent work on reducing link power [407H23,408H28,56F57], these implementations have focused 

on moderate data rates over relatively tame channels.  This approach will require 

extremely dense I/O architectures over optimized electrical channels that will ultimately 

be limited by the chip bump/pad pitch and crosstalk constraints.  These issues motive 

investigation into the use of optical links for chip-to-chip applications, discussed in the 

next section. 

2.2 High-Speed Optical Links 

The primary motivation for an I/O architecture modification as radical as optical 

signaling is the magnitude of potential bandwidth offered with an optical channel.  

Conventional optical data transmission is analogous to wireless AM radio, where data is 

transmitted by modulating the optical intensity or amplitude of the high-frequency optical 

carrier signal.  In order to achieve high fidelity over the most common optical channel – 

the glass fiber, high-speed optical communication systems typically use infrared light 

from source lasers with wavelengths ranging from 850-1550nm, or equivalently 

frequencies ranging from 200-350THz.  Thus, the potential data bandwidth is quite large 

since this high optical carrier frequency exceeds current data rates by over three orders of 

magnitude.  Moreover, because the loss of typical optical channels at short distances 

varies only fractions of dBs over wide wavelength ranges (tens of nanometers) [57F58], there 

is the potential for data transmission of several Tb/s without the requirement of channel 

equalization.  This simplifies design of optical links in a manner similar to non-channel 

limited electrical links.  However, optical links do require additional circuits that 
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