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Abstract—The performance of high-speed wireline data links de-
pend crucially on the quality and precision of their clocking in-
frastructure. For future applications, such as microprocessor sys-
tems that require terabytes/s of aggregate bandwidth, signaling
system designers will have to become even more aware of detailed
clock design tradeoffs in order to jointly optimize I/O power, band-
width, reliability, silicon area and testability. The goal of this tuto-
rial is to assist I/O circuit and system designers in developing in-
tuitive and practical understanding of I/O clocking tradeoffs at all
levels of the link hierarchy from the circuit-level implementation
to system-level architecture.

Index Terms—Clock distribution, clock recovery, high-speed
I/O, phase-locked loops.

I. INTRODUCTION

T ECHNOLOGY to enable digital transmission of data has
transformed today’s society by facilitating the widespread

use of advanced computer and communication systems. Digital
communications technology as well as integrated circuit scaling
trends has enabled the industry to dramatically scale the band-
width of high-loss networks such as DSL and Ethernet. Many
of these networks are channel bandwidth limited and have had
to leverage sophisticated equalization techniques to push well
beyond the uncompensated channel bandwidth.

High-bandwidth shorter-length networks are becoming in-
creasingly important in modern computer systems for the effec-
tive transfer of information between microprocessors, memory,
peripheral components, network hubs, storage devices, etc. In
the past, interfaces for microprocessor systems were primarily
circuit limited due to process technology bandwidth constraints.
As microprocessor system interface data rates have grown, the
channel has started to hamper performance. To alleviate this
bottleneck, microprocessor interfaces have adopted advanced
communication techniques and optimized interconnect topolo-
gies previously used only in longer-haul networks. These ad-
vanced communications methods include such things as linear
equalization, decision feedback equalization (DFE), modula-
tion and coding techniques. Additionally, interconnect improve-
ments such as transmission line termination and adoption of
point-to-point topologies have helped enhance the performance
of modern data links.
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Fig. 1. Maximum data rate as a function of TX jitter magnitude for a data link
with varying amounts of equalization complexity. Baseline parameters for link
simulation include: Channel loss 15 dB@5 GHz, BER � �� . 16 tap DFE
link includes 3 tap TX pre-emphasis. �� input-referred noise � � mV rms.
�� jitter � ��� ps rms,�� jitter � � ps rms unless otherwise specified. Jitter
is normally distributed.

While these breakthroughs have helped advance the state-of-
the-art in system interfaces, improved clocking methods have
played a central role in the widespread adoption of multi-gigabit
data links. Past methods of data link clocking such as common
clock or synchronous architectures relied on a central clocking
source as the synchronization signal to retime the outbound data
at the transmitter (TX) as well as sample the input data at the re-
ceiver (RX). The maximum data rate of these legacy topologies
was severely limited by clock interconnect bandwidth, uncom-
pensated clock skew, channel latency, and jitter. The introduc-
tion of methods such as clock multiplication, forwarded clock
recovery [1], embedded clock recovery [2], per-pin deskew [3],
jitter filtering, and duty-cycle error correction have increased
maximum data rates from a few hundred megabits per second
(Mb/s) to many gigabits per second (Gb/s).

Well designed multi-Gb/s data link architectures employ a
combination of advanced equalization and precise clocking to
balance the goals of performance, power efficiency, and cost.
Architectures overly focused on equalization of the channel and
not sufficiently optimized for clock quality may suffer from sub-
optimum tradeoffs between complexity, power efficiency and
data rate [4]. Fig. 1 demonstrates the high sensitivity of jitter on
maximum data rate using TX only equalization (3 tap pre-em-
phasis) or TX and RX equalization (16 tap DFE). This example
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demonstrates that jitter at the TX or RX has a significant im-
pact on maximum achievable data rates. In this case, the max-
imum data rate is as sensitive to high-frequency TX jitter as
it is to equalization choice or RX sampling jitter [9]. Practi-
cally, RX jitter also impacts I/O performance since long term
RX sampling jitter magnitudes usually exceed that of the TX
high frequency jitter. Therefore, it is essential that a proportional
amount of design effort as well as power budget is focused on
methods to reduce both TX and RX jitter magnitude.

Over the last few decades, process technology scaling has
benefitted high-speed data link interfaces by providing in-
creased transistor bandwidth, greater density and enhanced
functionality. However, microprocessor interface design in
particular is facing significant challenges, partly due to the
need for integration on process technology optimized for
digital functionality. Since a large portion of microprocessor
silicon area is dominated by digital functionality and is usually
optimized for cost, there is a tendency to limit the process
feature set used for analog and mixed-signal functionality. In
many cases, modern data link interfaces have to be designed
with poor quality resistors, capacitors, and inductors while the
transistors have suboptimum analog characteristics in terms of
output impedance or matching. As the integration of on-die
analog and digital functionality increases, power supply noise
and its effect on jitter becomes progressively more significant.
Additionally, system level considerations such as aggressive
power management features, which are becoming increasingly
common, can severely degrade supply noise and corresponding
clock quality. In summary, historical scaling of transistor den-
sity has benefitted I/O bandwidth by enabling wider interfaces,
more advanced equalization and higher data rates; however, the
challenges associated with increased integration and bandwidth
demands are causing ever more challenging conditions to
optimize clock quality.

The intent of this paper is to introduce the fundamentals
required for high-speed data link clocking design and analysis.
We begin by introducing the most commonly implemented
clock architectures required for synthesis, distribution and
recovery of I/O clocks. Specifically, Section II will focus on
two of the most important classes of I/O clock architectures:
forwarded clock, embedded clock, and their corresponding
variants. We will also introduce standard I/O clocking termi-
nology in Section III by describing and defining essential clock
quality and jitter metrics. Section IV provides an introduction
to clock and jitter characterization techniques using both on-die
integrated and external measurement methods. Section V of this
tutorial paper will detail implementation aspects of high-speed
I/O clocking design and we will overview specific methods
and circuits used to perform clock synthesis, distribution and
recovery. Section VI will conclude by discussing data link
modeling techniques and demonstrating some examples of
clock system sensitivities and interactions using advanced I/O
modeling methods.

II. FORWARDED AND EMBEDDED CLOCK ARCHITECTURES

As mentioned in the introduction, common clock architec-
tures were frequently used in past generations of data link in-
terfaces. The challenge of this type of architecture was that

Fig. 2. Forwarded clock architecture.

I/O cycle time was limited by the sum of TX clock-to-q time,
channel latency, RX setup time, and TX to RX clock skew and
jitter. These timing constraints limited I/O data rates to a few
hundred Mb/s. More refined clocking techniques to scale I/O
rates beyond a few Gb/s have been referred to by some as “se-
rial I/O” clocking schemes. However, this term is a misnomer
in that these more advanced techniques are not only applied to
narrow, serial interfaces but they may also be leveraged for wide,
parallel interfaces with equivalent per-pin rates at much higher
aggregate bandwidths. The two primary classes of multi-Gb/s
clock architectures that embody these advanced clocking tech-
niques are forwarded clock and embedded clock.

A. Forwarded Clock (FC) Architectures

A diagram of the FC architecture is shown in Fig. 2. FC,
sometimes referred to more specifically as source-synchronous
clocking, uses a dedicated clock link sent from the TX to the
RX. This architecture is most often used in wide, high aggre-
gate bandwidth links where the cost and power overhead of the
FC circuits are amortized across multiple links in the system.
In many cases, FC architectures utilize matching between the
clock and data circuits to minimize the impact of transmit in-
duced jitter. In the ideal scenario, the FC TX and data TX share
a common design and are synchronized by an identical synthe-
sizer and clock distribution tree. This will not only save TX
power and area, it also provides TX jitter tracking between data
and the corresponding RX sampling clock. Practically, matched
FC and data latency is usually not perfectly achieved which re-
sults in a degradation of clock recovery bandwidth. However, it
is usually feasible to constrain latency mismatch to enable re-
covery bandwidths of hundreds of MHz [5].

The FC recovery unit attempts to center the receiver sample at
the optimum point as measured by operating margin (i.e., time
or voltage margin) or bit error rate (BER). Most FC recovery
implementations allow for arbitrary length mismatch between
the FC and data lines by detecting the optimum sampling phase
and appropriately shifting the FC by the optimum amount. If
the TX clock and data circuits are adequately matched and tol-
erant to voltage or temperature fluctuations, it may be sufficient
to optimize the RX phase only during initialization or at some
periodic interval. During the training period, it is necessary for
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Fig. 3. DLL/PLL-based forwarded clock architecture.

the data TX to send a pattern with a high enough edge proba-
bility to provide sufficient eye diagram shape information to the
clock recovery unit. The periodicity of retraining is determined
by the maximum frequency jitter or delay variation component
to be compensated in either the TX, channel or RX. Some FC
architectures use a continuous recovery scheme in an attempt to
maximize the clock recovery bandwidth. In this case, the data
TX must perform clock edge encoding of the data using a transi-
tion coding method (e.g., 8B/10B). Periodic recovery may also
be referred to as per-pin deskew and is frequently utilized due to
the advantages of low power and complexity without the burden
of continuous clock edge encoding of data.

There are multiple categories of FC techniques; however, in
this paper we discuss two of the most significant and readily
used implementations.

DLL-Based Forwarded Clocking: FC recovery based on a
delay-locked loop (DLL) circuit represents a very simple yet
robust implementation. Fig. 3 demonstrates a specific example
of a DLL-based recovery mechanism that receives the FC using
a distribution network followed by a DLL which acts as a multi-
phase clock generator. The DLL and phase interpolator (PI)
combination produces an adjustable phase clock generator with
the same frequency as the incoming FC. As described previ-
ously, the clock and data recovery (CDR) logic adjusts the phase
either continuously or periodically to center the RX sample at
the optimum eye position. Advantages of DLLs are that they
may be more simple, robust and stable than other types of multi-
phase clock generators such as phase-locked loops (PLL). Un-
like a PLL, DLLs don’t exhibit accumulation of internal phase
errors. Additionally, DLLs facilitate high bandwidth tracking
of the FC since they act as an all-pass clock phase filter which
doesn’t add appreciable latency to the clock path. However, the
downside to this all-pass phase characteristic is that FC jitter is
not only passed through to the PI but can also be amplified due
to the finite bandwidth of the DLL delay line [4].

Fig. 4. Embedded clock architecture.

PLL-Based Forwarded Clocking: Clock recovery using a
PLL rather than a DLL may provide advantages for applications
that are sensitive to FC jitter amplification. Jitter amplification
occurs as a result of high frequency jitter being exaggerated
due to the lossy characteristics of the FC channel. Since a PLL
has a low-pass phase transfer characteristic, the high frequency
portion of the jitter that is not correlated to the data channel
jitter is rejected, potentially resulting in superior clock recovery
performance. However, this low-pass phase transfer charac-
teristic may diminish useful jitter components (i.e., those that
are correlated to the data channel jitter) which could result in
suboptimum performance and lower clock recovery bandwidth.
PLLs also have other disadvantages such as susceptibility to
jitter accumulation and stability issues. Additionally, PLLs are
usually more area intensive and complex than the equivalent
DLL-based recovery solution [5], [6].

B. Embedded Clock (EC) Architecture

Some data links only require a narrow interface due to low
aggregate bandwidth requirements of the targeted application.
In cases such as this it is common to use EC recovery, such
as that shown in Fig. 4, which doesn’t incur the overhead of
the FC link. EC interfaces also have the advantage of being
highly modular since all TX and RX clocking circuitry may be
fully contained within each transceiver cell. This serial link de-
sign method allows an arbitrary number of links to be instan-
tiated in a design without significant overhead since there is
little or no globally shared link circuitry. However, there are
also many instances in which EC architectures are optimized
for parallel operation that allow cross-link sharing of clock syn-
thesizers, distribution and recovery circuits which saves power
and area at the cost of design modularity. All EC based links
require timing information to be encoded in the data to ensure a
high probability of data edge transitions. Examples of data edge
encoding include Manchester encoding, 8B/10B, 64B/66B, or
even statistical coding methods such as pseudorandom bit se-
quence (PRBS) scrambling.

As with FC architectures, there are numerous varieties
of EC recovery links. We focus this tutorial on two of the
most common and useful architectures used for many years
throughout the industry.

PI-Based (or Mixer-Based) Embedded Clocking: The RX
clock recovery method for the PI-based architecture aligns the
incoming data phase with a globally or locally synthesized clock
using a frequency mixer circuit. In most cases, this frequency
mixer is implemented as a multi-phase clock generator followed
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Fig. 5. PI-based (or mixer-based) embedded clock architecture.

by a PI and corresponding control logic. In the most common
implementations of this architecture, the RX detects the phase
of the data based on a phase detector which produces a binary
indication of whether the input phase is before or after the sam-
pling clock phase [2]. To determine the relative edge position of
random data, it is necessary to sample the data edge along with
the state of the data before and after the edge. This results in
an RX architecture that must sample at twice the symbol rate,
resulting in higher power, area and complexity than the equiv-
alent FC architecture that doesn’t necessarily require real-time
extraction of edge information.

PI-based clock recovery is advantageous in area sensitive ap-
plications since much of the RX circuitry (in addition to the TX
circuitry) shown in Fig. 5 may be shared globally across mul-
tiple links. For example, the PLL, DLL and distribution to pro-
duce the multi-phase clocks for the PI may be shared between
adjacent links. Additionally, the CDR loop filter that controls the
PI can be implemented using digital techniques. The combina-
tion of these features enables area efficient implementation. For
this reason, this architecture is frequently leveraged for highly
parallel EC applications. Another advantage of a globally shared
PLL at the RX (as well as the TX) is that a higher proportion of
power, area and design resources may be allocated for the cen-
tral clock source since the overhead is amortized across multiple
links. Moreover, any improvement in the clock quality of a glob-
ally shared resource usually enjoys a larger return on investment
when compared with resources allocated to multiple instantia-
tions of local circuitry.

There are multiple variations of the architecture shown in
Fig. 5, some of which include generating multiple phases di-
rectly from either a DLL or a PLL whether it be local or global.
Advantages of the embodiment shown in Fig. 5 is that only a
single clock phase need be distributed to multiple links rather
than distributing multiple clock phases directly from a global
PLL with the associated power overhead and phase mismatch
susceptibility. Furthermore, not only does a local DLL provide

Fig. 6. VCO-based (or PLL-based) embedded clock architecture.

buffer bias settings for the delay line but it also may control
neighboring clock buffers and the PI which will minimize the
jitter and delay variation.

A key performance concern of the PI-based architecture is as-
sociated with PI output clock quality. Several nonidealities are
the result of such PI clock quality issues including but not lim-
ited to: input phase non-linearity, input amplitude inconsistency
and PI control feed-forward noise. Because of the susceptibility
to these non-idealities, much of the design effort is usually fo-
cused on the PI design as well as the multi-phase clock gener-
ator [7].

Another design consideration for the PI-based architecture is
the impact of two separate clock domains at the TX and RX.
The architecture of Fig. 5 uses two different clock generators
that may not have exactly the same frequency output. Because
of this, the PI must act as a type of frequency mixer to align
both the phase and frequency of the incoming data and the RX
sampling clock. This frequency misalignment can be corrected
but it usually results in additional jitter due to having to con-
stantly rotate the PI output phase to emulate a frequency shift.
Moreover, the CDR design may become more complex due to
the addition of an integral controller in the feedback loop. An
alternative embodiment of the architecture shown in Fig. 5 is to
utilize the same crystal oscillator and reference clock generator
for both the TX and RX. This reduces or eliminates frequency
mismatch issues but the PI must still compensate for phase drift
between the TX and RX PLLs.

VCO-Based (or PLL-Based) Embedded Clocking: This ar-
chitecture uses a dedicated RX side voltage controlled oscillator
(VCO) as the central clock recovery component as shown in
Fig. 6. It is sometimes referred to as PLL-based clocking since
it uses a VCO as the clock source, the RX functioning as a phase
detector and the CDR circuit acting as a loop filter. The combi-
nation of these components forms a loop that locks to the mean
phase of the incoming data. The fact that the loop must lock to
a reference source that may not have consistent edge transitions
is what causes this architecture to deviate from a conventional
PLL design.

A primary motivation of VCO-based clocking use is due to
the performance advantages of locking the RX clock synthesizer
directly to the TX clock domain. Because of this, there is no re-
quirement for intermediate frequency mixing or interpolation
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that may cause jitter and a corresponding performance degrada-
tion. Furthermore, any update to the phase of the RX sampling
clock is filtered through the VCO loop filter which results in
a minimum amount of clock glitches and jitter. As mentioned
previously, another advantage to a VCO-based architecture is
that the RX clocking is instantiated locally which permits de-
sign modularity.

There are also several drawbacks associated with the VCO-
based clock topology. Like a conventional PLL, this architec-
ture requires a loop filter (within the CDR in Fig. 6). A portion
of the loop filter is frequently implemented using a capacitor
which can consume a large area. Given that the VCO and loop
filter is local and is not shared by neighboring links, cost of im-
plementation may be high. Additionally, VCO-based clocking
in the presence of multiple adjacent links may be subject to in-
terference and coupling effects known as injection locking. In-
jection locking may cause significant jitter or even functional
issues if not carefully considered.

III. CLOCK QUALITY AND JITTER TERMINOLOGY

As illustrated in Fig. 1, jitter can have a dominant impact on
high-speed link performance. To optimize the performance of
aggressive high-speed data links, it is crucial that designers and
system architects understand jitter terminology and metrics as
well as comprehend the sources and origin of jitter and its re-
lated consequences. Additionally, interoperability of link inter-
faces has become a necessity due to the wide proliferation of
industry link standards. Because clock quality is a paramount
concern when designing for interoperability, clock and jitter
metrics and terminology are at the foundation of many industry
standard link specifications. A challenge associated with under-
standing jitter terminology is that much of the jargon used in the
industry to describe jitter phenomena is inconsistent, ambiguous
and context dependent. The intent of this section is to establish
a common vernacular of jitter and clock terms and to unambigu-
ously and mathematically define key jitter metrics necessary for
link design and analysis.

Generally, jitter is defined as the deviation of a data or clock
edge from ideal timing. The origin of this timing uncertainty
has many sources which can either be deterministic (i.e.,
predictable) or random. In high-speed data link applications,
the two primary sources of jitter are either channel or circuit
induced:

1) Channel induced jitter occurs due to interference caused by
electromagnetic coupling either within a channel, which is
known as intersymbol interference (ISI), or between chan-
nels, which is often referred to as co-channel interference
(CCI). This interference is deterministic and affects both
clock and data recovery for high-speed interfaces. Given
the highly predictable nature of this jitter, it can be ef-
fectively modeled and anticipated as long as the channel
characteristics are known [8]–[10]. The mitigation of these
jitter sources is part of the interconnect design space and
must be balanced with other important system criteria such
as cost, density and performance.

2) Circuit induced sources of jitter are usually much more
complex and diverse than channel induced jitter. Funda-
mental interference sources such as thermal and flicker

Fig. 7. Unifying symbols and terminology for clock and data signals.

Fig. 8. Jitter sequence example in which the gray bars represent clock edge
deviation from the ideal position. (a) Ideal clock, (b) Jittered clock, (c) Jitter
sequence representation of ideal versus jittered clock phase.

noise randomly disturb normal circuit operation and cause
voltage-induced timing noise. Another important jitter
source results from power supply and substrate noise that
injects timing noise and causes delay variation of clock
circuits. As process technologies scale, device variation
can cause delay variation and deterministic jitter effects
such as duty-cycle distortion and PI nonlinearity. Jitter
caused by circuit design defects could include such things
as layout mismatch, locked loop update glitches, coupling
effects, etc.

For jitter terminology to be relevant for either clock or data
signals, it is necessary to establish definitions that consolidate
the mathematical representation of clock and data jitter. Fig. 7
shows the primitive dimension of a data signal which is the du-
ration of a low (high) signal level or unit interval (UI). The
same figure demonstrates the equivalent dimension of a clock
signal consisting of the time from rising edge to falling edge
(or vice versa) and may be referred to as the clock half cycle.
To unify terminology, both the clock and data primitive time
dimension will be designated as a UI and will be represented
by the character in subsequent mathematical equations (sub-
script represents the UI number of a clock sequence). Addi-
tionally, the jitter terms we demonstrate will be referenced to a
clock signal even though all of the definitions could be applied
equally well to a data signal (other than the fact that the presence
of data signal edges is not guaranteed). A useful representation
of signal timing uncertainty is known as a jitter sequence, which
is the long term phase deviation with respect to an ideal clock.
Fig. 8(c) gives an example of a jitter sequence graph in which
the discrete x axis is the edge number while the y axis equals the
absolute phase deviation. Mathematically, the jitter sequence is
the cumulative sum of the UI in a -length sequence as given
by (1) in Table I. Other synonymous terms used to describe the
jitter sequence or its corresponding magnitude and distribution
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TABLE I
JITTER DEFINITIONS

Valid only for oscillators dominated by white Gaussian noise. � is the
phase noise spectral density at �� (in dB), � is the frequency offset, and
� is the fundamental clock frequency.

include: phase jitter, absolute jitter, long-term jitter and accu-
mulated jitter.

One of the most basic metrics describing clock quality is
duty-cycle error which quantifies the average shift in adjacent
edges of a pattern and is defined by (2) in which and

signify the mean UI time of the even (i.e., is even) and
odd symbols, respectively. Duty-cycle error is highly destruc-
tive to circuit and channel operation [5] primarily due to the
high frequency content of the timing noise. For instance, if this
type of jitter is present at the data transmitter, it will cause the
channel ISI to be amplified and will reduce equalizer effective-
ness. Duty-cycle error is often referred to as static jitter in that
it is deterministic and predictable, which means that it can be
attenuated or eliminated using filters or closed-loop feedback
correction.

Two basic and closely related jitter metrics used to specify the
short-term or high-frequency aspects of jitter are UI jitter and
UI-UI jitter defined by (3) and (4), respectively. UI jitter simply
quantifies uncertainty of UI time (with no regard to chronolog-
ical order of the UI). On the other hand, UI-UI jitter expresses
the time difference of adjacent UIs. Generally, UI jitter is a key
metric for design, analysis, and specification of data links due to
historical factors and reduced measurement complexity. Closely

Fig. 9. N-UI jitter examples.

related to UI jitter is period jitter which is used to quantify uncer-
tainty in cycle time (equal to 2UI) of a clock and is defined by (5).

A closely related but even more general metric than UI or
period jitter is that of N-UI jitter [11] which is defined by (6).
This metric helps to quantify the frequency content of jitter and
represents the effect of jitter accumulation on a jitter sequence.
Fig. 9(a) shows an intuitive depiction of N-UI jitter using an
example clock waveform. This illustration mimics the proce-
dure for measuring this metric using an oscilloscope. By trig-
gering the waveform on an arbitrary edge, the jitter magnitude
or distribution is calculated as a function of N (number of edges
from the trigger point). Fig. 9(b) demonstrates an example N-UI
jitter plot based on normalized jitter of an open loop oscillator
dominated by thermal noise. In this case, thermal noise causes
Gaussian distributed jitter accumulation of the oscillator that
equates to a slope of 1/2 on a log-log graph [11]. In other words,
for every 4 increase of N, there will be a 2 increase in the
standard deviation of accumulated jitter. As shown in the same
example, closed loop clocking schemes (such as a PLL or CDR)
can modify the N-UI jitter characteristic by reducing long term
jitter up to the loop bandwidth.

It is common to depict jitter values using a single value in
terms of peak-peak magnitude (pp) or standard deviation value
(rms). However, the qualification of jitter values as either pp
or rms implies the distribution is either truncated or purely
Gaussian. In practice, jitter may be a combination of different
distributions and it may be necessary to provide a more detailed
description rather than use a single parameter. For example, it
is appropriate to cite a pp value for jitter as long as the distri-
bution is highly truncated and the parameter is accompanied
by the sample quantity. In many cases it may be necessary to
describe jitter based from a fit of a mixed distribution such as a
dual-Dirac delta jitter separation technique [12].

Jitter is often measured and depicted using frequency domain
metrics rather than in the time domain. For example, oscillators
are frequently characterized based on phase noise magnitude at
a given offset frequency from the carrier. Equation (7) demon-
strates the equivalence of time and frequency domain metrics
for thermal noise dominated oscillators. A more general time to
frequency domain conversion method is available based on the
Wiener-Khinchin theorem [69].
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The preceding jitter terms are applicable to single clock or
data waveforms and are widely applicable to a variety of data
link applications. An additional class of jitter known as differ-
ential jitter describes comparative time uncertainty between two
different clock or data waveforms as given by (8). In this analyt-
ical description, and refer to two separate signals while
indicates the relative edge delay between the waveforms. The
metric of differential jitter is relevant in applications which are
sensitive to the relative value of jitter rather than just the absolute
magnitude. For example, differential jitter is an effective indi-
cator of the circuit matching quality between an FC TX and a
corresponding data TX. Furthermore, differential jitter between
the input and output of a clock buffer may help to isolate the
additive jitter contribution of that buffer.

Low-level jitter descriptions such as those just described and
outlined in Table I are essential to the process of designing, an-
alyzing and debugging clock circuit performance. High-level
jitter and clock performance metrics used to characterize and
specify transceivers and clock systems assist in the effective de-
sign and analysis of clock systems. Moreover, clock system per-
formance metrics enable interoperability and compatibility of
separately designed circuits and systems.

At the foundation of many industry standard specifications is
a means to perform jitter compliance testing of separate com-
ponents to guarantee interoperability. Some widely used spec-
ifications ensure compliance of each system component by re-
stricting jitter related behavior and specifying criteria known as
“jitter generation”, “jitter tolerance” and “jitter transfer” [13],
[14]. While specific definitions for these metrics have been es-
tablished by standard bodies such as the International Telecom-
munication Union, we will provide more general definitions for
these parameters that provide greater applicability to a wide va-
riety of applications and systems.

Jitter Generation: Jitter generation is a measure of system
intrinsic jitter in the absence of input jitter. The objective is
to quantify the amount of jitter a component adds to a system
in terms of magnitude, distribution and/or frequency content.
This type of jitter specification is frequently applied to elements
such as a PLL, TX or even a CDR. When specifying an ele-
ment such as a TX, it is important to consider that the frequency
content of the jitter may be just as important as the magnitude
since high-frequency jitter that leads to pulsewidth distortion
can cause channel ISI amplification and jitter enhancement. Fur-
thermore, jitter frequencies much lower than the bandwidth of
the CDR may be tracked and have little influence on signaling
performance.

One example of a jitter generation specification that accounts
for statistical and spectral behavior may consist of an N-UI jitter
limit in which the magnitude or distributions are specified at
various values of N. A more frequently used method is to limit
accumulated jitter magnitude at different frequency bands by
applying time-domain bandpass filters to the raw jitter sequence
(or alternatively use similar filtering methods based on phase
noise analysis or measurements).

Jitter Tolerance: This metric indicates the ability of a block
or component to tolerate input jitter. Traditionally, jitter toler-
ance testing was applied to an RX or CDR using phase mod-
ulated data as the input source. The test ensures the target link

Fig. 10. OTU1 input sinusoidal jitter tolerance example.

Fig. 11. Normalized jitter impulse response of a bandwidth limited circuit. (a)
Ideal input clock waveform superimposed with clock incorporating jitter im-
pulse stimulus. (b) Output clock waveforms using ideal clock versus jitter im-
pulse clock. (c) Jitter impulse response.

BER is achieved when subjecting the input to a sinusoidal phase
modulated source at specified frequency and amplitude criteria.
Fig. 10 shows an example of a sinusoidal jitter tolerance limit
specification that is based on the OTU1 specification [13].

Jitter Transfer: The transfer of jitter through clock system
is characterized by comparing the ratio of output to input jitter
as a function of frequency. An application of this metric is to
limit successive amplification of jitter by a cascaded system with
peaked responses. For example, the SONET specification [13]
limits maximum transfer peaking of the PLL to less than 0.1
dB. In general, the system is assumed to be linear and is often
depicted using a magnitude frequency response.

An alternative representation of a frequency domain jitter
transfer function is that of a discrete time jitter impulse response
[4], [70]. A benefit of depicting jitter transfer in the time do-
main is the simplicity of extracting the jitter impulse response
through simulations or measurements. Fig. 11 shows an ex-
ample of jitter impulse response characterization for a system
with bandwidth limited response. The discrete time jitter im-
pulse response is frequently normalized to the input jitter stim-
ulus similar to the procedure used to represent a conventional
system impulse response. The jitter impulse response is a useful
metric for analysis and modeling of clock systems. For example,
a clock system’s effect (assuming it exhibits a linear, time-in-
variant phase response) on an input jitter sequence can be eval-
uated by convolving the jitter sequence with the jitter impulse
response. Additionally, the jitter impulse response may be ana-
lyzed to produce intuitive metrics such as the factor which duty-
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Fig. 12. Examples of relationships between frequency response and jitter
transfer for (a) low-pass, (b) high-pass, and (c) bandpass.

cycle error is amplified (or attenuated) or the amount which nor-
mally distributed uncorrelated jitter is amplified by a clocking
element. For instance, duty-cycle amplification (DCA) factor is
defined by

(9)

in which is the normalized jitter impulse response and is the
response length. Moreover, random jitter amplification (RJA)
or the factor by which the standard deviation of the normally
distributed uncorrelated jitter is amplified is given by

(10)

There exists a wide variety of jitter impulse response classes,
each of which is dependent on the component frequency re-
sponse. Fig. 12 shows some of the most important classes of
jitter impulse responses along with corresponding frequency
response and jitter transfer response. The example shown in
Fig. 11 and in Fig. 12(a) demonstrates a jitter impulse response
that is a result of a bandwidth limited clock element such as
a buffer or distribution interconnect. Though Fig. 12(a) shows
a low-pass frequency response, the resulting jitter transfer re-
sponse is similar to a high-pass jitter filter in that it amplifies
high-frequency jitter. As shown in Fig. 12(b), a high-pass fre-
quency response with a pole frequency much lower than the
clock frequency (and the clock has a bandwidth limited wave-
form) results in a response that passes almost all frequencies of
jitter excluding the Nyquist rate jitter otherwise known as duty-
cycle error. Fig. 12(c) demonstrates a bandpass with the center
frequency aligned with the fundamental clock frequency that fil-
ters destructive jitter harmonics and blocks high frequency jitter.
Each of these filter functions are commonly encountered or used

Fig. 13. Waveform sampling with (a) real time and (b) equivalent time oscil-
loscopes.

in the practical implementation of clock architectures outlined
in this paper and a detailed understanding of the jitter transfer
characteristics is essential to optimizing high-speed data link
performance.

IV. INTEGRATED AND EXTERNAL JITTER

CHARACTERIZATION TECHNIQUES

Because of the high sensitivity of link performance to clock
quality, jitter measurement plays an important role in link engi-
neering and validation. Accurate measurements are necessary
to check that a component meets a required high-level jitter
specification (e.g., jitter tolerance) and for confirming expected
low-level jitter characteristics during debug and development.
This section describes time- and frequency-domain measure-
ment techniques for obtaining the clock and data jitter metrics
described in Section III using both external and integrated mea-
surement instruments.

A. Measurement Equipment and Limitations

Real- and Equivalent-Time Oscilloscopes: When taking
time-domain jitter measurements, it is essential to understand
the distinction between real-time (RT) and equivalent-time (ET)
digital oscilloscopes [71].1 Both types of scopes are commonly
used for I/O clock and data measurements, but they are not
always interchangeable within jitter measurement setups. Both
time-domain scopes sample and digitize their inputs using
high-speed analog-to-digital converter (ADC) front ends and
provide waveform plots on voltage and time axes. The key
difference is that an RT scope captures the waveform by taking
a series of high-speed, sequential data samples whereas an ET
scope reconstructs the waveform by sub-sampling a repeating
waveform.

The sampling approach for both an RT and ET oscilloscope
is illustrated in Fig. 13. The RT scope starts sampling at the
trigger event, which can be based on the sampled waveform
(e.g., start sampling when the signal crosses some voltage
threshold) or another user-supplied or scope-supplied signal.
The scope then takes a voltage sample every following
the trigger event, capturing the waveform during a specific
period of time. This sequence of samples can be postprocessed

1We will not consider analog oscilloscopes since they have been largely re-
placed by digital oscilloscopes for high-speed link measurements.
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to extract the clock edges and obtain a jitter sequence as defined
in Section III. The measurement bandwidth of this type of
oscilloscope is set by the analog bandwidth and sampling rate
of the front-end ADC.2 The sample interval, , determines
the Nyquist rate of the measurement, meaning that spectral
content above will be aliased by the RT
oscilloscope. The jitter noise floor for measurements made with
the RT scope is primarily limited by its sampling jitter, which
in commercial scopes can be 1 ps-rms [15].

The basic operation of an ET scope is shown in the bottom
half of Fig. 13. Unlike an RT scope, the ET scope takes only
a single sample following each trigger event (at time

in Fig. 13), but can vary the sample delay to sweep
across the waveform. Provided that the waveform is periodic
with the trigger,3 the waveform can be virtually reconstructed by
combining samples as shown in the “Equivalent Time” plot of
Fig. 13. Note that unlike an RT scope, the displayed waveform is
not based on a contiguous series of samples but on a reordering
of samples relative to the repeating trigger. This has several con-
sequences in terms of scope resolution and bandwidth and in
terms of the information contained in the waveforms. First, the
time resolution is not limited by the maximum ADC sampling
rate, but rather by the sampler aperture and timing resolution.
In practice, can be much less than . As a result,
the measurement bandwidth and/or voltage sampling resolution
of ET scopes can be significantly higher than RT scopes.4 How-
ever, because it sub-samples the waveform, it can only generate
an aggregate picture of the repeating waveform and cannot be
used to extract a jitter sequence unless the jitter is also periodic
with the trigger. Thus, it cannot be used for measurements such
as UI-UI jitter that require contiguous waveform snapshots. The
jitter noise floor is again limited by the sample jitter, which in
commercial scopes can be 200 fs [16].

Effect of Test Setups on Jitter: Many of the jitter measure-
ments described in this section are fairly straightforward in con-
cept. In many cases, the user can simply select from a set of pre-
defined automated measurements. However, making accurate
timing measurements for high-speed clock and data requires
careful consideration of how the entire measurement setup—in-
cluding I/O buffers, probes, connectors, in-line test components
(e.g., amplifiers, filters or bias-Ts), cables and the instrument
itself—impacts the final measurement. For example, we have
already discussed how some basic knowledge of how RT and
ET oscilloscopes work is necessary to understand the respec-
tive limitations in terms of aliasing and jitter correlation. It is
also necessary to consider how all the signals involved in a mea-
surement are being altered, in both linear and nonlinear aspects,
and how that impacts the accuracy of the measurement.

As an example, consider the impact of a low-pass measure-
ment channel (this could be the signal path to an external scope)

2Suggested bandwidth guidelines for different I/O specifications can be found
in [15].

3There are also common examples of ET scope measurements that do not
require the wave to be periodic with the trigger as long as it has an underlying
frequency reference that is. For example, an eye diagram can be generated based
on a random data sequence that does not repeat at the trigger rate as long as the
trigger period is a multiple of 1UI for the data.

4State-of-the-art RT scopes currently have a maximum bandwidth of 13 GHz
and compared with 80 GHz for an ET scope [15], [16].

Fig. 14. Illustration showing the impact of a low-pass measurement channel on
phase noise and duty-cycle error measurements.

on a phase noise and duty-cycle error measurement (Fig. 14). A
phase noise measurement, which will be discussed in more de-
tail later, considers only the jitter spectrum centered around the
clock frequency. Relative to the clock frequency itself, the fre-
quency span of that measurement will usually be quite narrow.
For example the goal may be determining the phase noise at a
10 MHz offset from a 5 GHz carrier. As shown in Fig. 14, even
if the clock being measured is beyond the channel bandwidth, it
will attenuate both the clock and its sidebands about evenly, re-
sulting in a reasonably accurate measurement (unless the filter
behavior varies rapidly relative to the 10 MHz bandwidth of
interest). However, duty-cycle error of a square-wave clock has
components at DC and at all harmonics of the clock.5 In this
case, the measurement reflects spectral content within a rela-
tively wide bandwidth. Since the filter characteristics change
significantly over this range, obtaining an accurate measure-
ment would require reducing the channel loss, equalizing for
the channel by postprocessing the measurement (e.g., de-em-
bedding by estimating the jitter impulse response), or using an
alternative measurement method. Note that most time-domain
jitter measurements require this type of consideration because
they measure the wideband characteristics of the clock and are
therefore sensitive to the measurement channel bandwidth, in-
cluding the bandwidth of the equipment itself.

On-Die Oscilloscope: One way to minimize or eliminate the
measurement channel associated with probing on-chip data and
clock signals is to integrate the measurement hardware with the
link circuitry. Many transceivers are now capable of making
link, interconnect, and circuit characterization measurements
using on-die circuitry [17], [18]. This measurement capability is
referred to here as an “on-die oscilloscope”. A typical RX with
on-die oscilloscope capability is shown in Fig. 15. It contains a
variable-offset sampler and phase interpolator (already present
in the PI-based RX) along with a pattern generator/checker and
measurement loop control. The recovered clock serves as the
reference trigger from which the PI can sweep the sampling
point, similar to an ET oscilloscope. The key difference is that
the voltage sampler, which is just the data sampler, is usually
a 1-b quantizer as opposed to a high-resolution ADC used for
ET scopes. Therefore, measuring voltage amplitude requires
sweeping across the voltage range. Note that for embedded-
clock links, it is not possible to sweep time and voltage without

5This can be realized by viewing a square-wave clock with duty-cycle error
as the superposition of a pulse train with an ideal clock such that the pulse train
extends the duration of the clock pulses on one side. The clock itself has spectral
components at the fundamental and odd harmonics. The pulse train has compo-
nents at DC, the fundamental, and all harmonics of the clock.
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Fig. 15. Typical RX on-die oscilloscope architecture.

corrupting the timing information used to keep the clock aligned
with data. However, auxiliary samplers and phase shifters can
be used to sample the data without interfering with the clock re-
covery loops [19].

Another key advantage of on-die oscilloscopes for doing link
characterization is that the measurements include the entire data
channel and leverage the same circuitry used during normal link
operation. In contrast, making similar measurements using ex-
ternal equipment either doesn’t capture portions of the channel
or requires invasive probing that impact the signal integrity.
Also, it is not possible otherwise to make measurements that
include the effects of the receiver circuitry (e.g., the data sam-
pler aperture) on signal integrity and overall link performance.

A disadvantage of utilizing on-die circuitry is that nonlinear-
ities in the voltage and phase offset circuits will be reflected
in the measurements. The effect of these nonlinearities can be
removed by calibrating the on-die circuits by using external
equipment. However, calibration is not always an option, specif-
ically if the test features are intended for self characterization for
high-volume testing.

An important design decision for the on-die oscilloscope is
determining the degrees of flexibility and integration for the
auxiliary circuit components. The pattern generator/checker and
loop controller can be integrated to provide completely auto-
matic and self-contained link characterization. However, any
or all of the three could also be external. It is often advanta-
geous to have some portion of the measurement controller run
through software to provide additional flexibility in defining and
tuning the measurement algorithms. However, given the rela-
tively slow speed of test interfaces (e.g., a JTAG scan interface)
as well as interfaces to external pattern generators and checkers,
higher degrees of integration can significantly reduce measure-
ment times. There is a cost advantage to integration as well,
since high-speed pattern generators and checkers carry a sig-
nificant cost overhead.

The methods for using this on-die oscilloscope capability to
measure BER eyes and differential clock-to-data jitter are de-
scribed later in this section.6

B. Jitter Measurement Techniques

Duty-Cycle Error: Duty-cycle error (2) is a time-domain
measurement that can be obtained using either an RT or ET
oscilloscope. As mentioned in the previous example, it is a
straightforward measurement unless the measurement channel
loss is significant enough to amplify the duty-cycle error. For
example, using this approach to measure the duty-cycle error

6There are numerous other measurements that can be done using an on-die
oscilloscope, including waveform capture and data sampler noise characteriza-
tion [18].

Fig. 16. N-UI clock jitter measurement setup.

of a 10 GHz clock using external equipment is extremely
challenging and can require de-embedding to account for the
channel loss.

An alternative approach is to measure the duty-cycle error by
measuring only the DC portion of a differential clock. Assuming
that the differential clock saturates internally, the duty-cycle can
be deduced from the difference in the DC value between the two
complementary clocks. This technique is widely used within in-
tegrated duty-cycle correctors [20]. Since the measurement it-
self filters the clock to get the DC component, it is not sen-
sitive to the low-pass filter of the measurement channel. This
technique was used successfully to measure the duty-cycle of a
10 GHz TX clock for a 20 Gb/s data link [5].

N-UI Jitter/UI Jitter/Period Jitter: N-UI jitter (6) quantifies
the random jitter magnitude and degree of jitter autocorrelation
for a clock. It can be measured using either an RT or ET oscillo-
scope using at least two different techniques. Note that UI jitter
and period jitter correspond to N-UI jitter at and ,
respectively, so they are also covered using these measurement
techniques.

In one technique (Fig. 16), many clock sweeps are stored and
viewed on the screen at once.7 Since the measured clock also
serves as the trigger for the scope, the sweeps will overlap al-
most exactly at the trigger point. Moving to the right along the
time axis is equivalent to looking at how the jitter accumulates
following the trigger. Measuring the jitter histogram (e.g., rms
jitter) at each edge produces plots like the one shown for an
open-loop VCO in Fig. 9(b) [11]. Note that the accuracy of this
measurement is limited by the oscilloscope jitter noise floor.
This limitation will manifest itself as a flat region (with mag-
nitude equal to the jitter noise floor) on the low-N portion of
the N-UI jitter plot. It is also important to note that for many
ET scopes, the minimum time delay between the trigger and
the first sample, TD, can be tens of nanoseconds. In this case, a
delay line must be added to the trigger path to counterbalance
the delay. However, a delay line of this length typically has sig-
nificant jitter amplification at multi-GHz frequencies, resulting
in pessimistic measurements.

A second method of measuring N-UI jitter is to use an RT
scope to capture a typical jitter sequence. Unlike the previous
method that superimposed multiple sweeps, for this method it
is useful to just save a single long sweep following a single
trigger event. The edge crossings can then be calculated from

7This requires putting a RT scope into a mode where it stores data from mul-
tiple sweeps. This is automatic for ET scopes.
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Fig. 17. (a) Power spectrum of a noisy clock with phase noise and (b) typical
phase noise characteristics due to random noise.

the waveform and used to generate a jitter sequence. From
the jitter sequence, the N-UI jitter can be calculated using (1),
where the reference clock is based on the average UI time.
Although this post-processing capability (edge time extraction,
N-UI calculation) is beyond what is usually available on com-
mercial RT scopes, it can be done using auxiliary commercial or
custom (e.g., programmed in MATLAB) jitter post-processing
software. Compared to the previous method, this technique
may be simpler to automate.

UI-UI Jitter: UI-UI jitter can only be measured using an
RT oscilloscope because it requires measurement of a jitter se-
quence. Therefore, the test setup is identical to the latter N-UI
jitter measurement setup above. From the jitter sequence, the
UI-UI jitter can be calculated using (4). Typical values of UI-UI
jitter for data links can easily be below the jitter noise floor of
RT scopes, making it difficult or impossible to take this mea-
surement accurately.

Phase Noise: Phase noise is a frequency-domain measure of
the clock jitter. In data links, frequency-domain jitter measure-
ments are commonly used to characterize synthesized and re-
covered clocks. In the frequency domain, a realistic noisy clock
will have a skirt of noise around the center frequency, or “car-
rier,” as shown in Fig. 17(a). Phase noise is calculated as the
ratio of the sideband noise energy (measured at a certain fre-
quency offset from the carrier) to the peak carrier energy.8 It
is expressed as decibels relative to the carrier, or dBc/Hz. The
“/Hz” term comes from the fact that the sideband energy is inte-
grated over a 1-Hz bandwidth. As an example, phase noise of a
hypothetical clock could be described as “ 80 dBc/Hz at 1 MHz
offset.” Phase noise is meant to characterize the magnitude of
random components of the clock jitter, rather than the determin-
istic clock spurs. Spurs are also important clock metrics, but
are quantified separately. Although theoretically random noise
added to a clock causes both phase and amplitude fluctuations,
the inherent limiting nature of most practical VCOs suppresses
the amplitude noise close to the carrier [21].

Phase noise of an integrated oscillator due to random noise
will generally contain three distinct regions [Fig. 17(b)] charac-
terized by their slopes: 1) a region closest the carrier that is
due to flicker (correlated) noise; 2) a region that is due to
thermal noise; and 3) a flat region caused by white noise sources
that have not been modulated by the carrier [21]. The frequency
at which the and slopes meet is known as the 1/f or
flicker noise corner.

8This definition is technically single-sideband phase noise, which is most
commonly used. The dual-sideband phase noise is calculated using the sum of
the positive and negative sidebands.

Fig. 18. PLL or CDR jitter transfer function measurement setup.

Phase noise can be measured in several different ways. One
simple way is to measure its spectrum directly, as shown in
Fig. 17(a). However, this technique requires the spectrum ana-
lyzer to operate at a setting with enough dynamic range to cover
the carrier peak and the sidebands, which can reach or exceed
120 dB. Since the spectrum analyzer can trade off range for res-
olution, such a large range degrades the accuracy of the phase
noise measurement. An improved and more commonly used ap-
proach is to mix the carrier down to an IF or baseband while at-
tenuating the carrier peak to reduce the required dynamic range.
9 Some instruments can even lock to clock sources with signif-
icant amounts of slow drift and separate phase and amplitude
modulation noise. Fortunately, complex phase noise measure-
ments are automated by modern spectrum analyzers and signal
source analyzers. Nevertheless, phase noise is a measurement
that requires the user to have reasonable knowledge of how au-
tomation is done to avoid erroneous or suboptimal measurement
results.

Jitter Transfer: The jitter transfer function quantifies how
jitter is filtered by a clock element such as a PLL or embedded
clock CDR. The measurement setup for jitter transfer is shown
in Fig. 18. The phase of the clock or data source into the device
under test (DUT) is modulated at a discrete frequency. Viewed
in the frequency domain, this generates discrete sidebands, or
spurs, around the fundamental. The relative magnitude of the
spurs normalized to the input magnitude is the jitter transfer
magnitude at the modulation frequency. Repeating this mea-
surement for a range of modulation frequencies generates the
jitter transfer plot.

Jitter Tolerance: Jitter tolerance for a CDR is a measurement
of the amount of sinusoidal jitter modulation the link can tol-
erate without dropping below a specified BER. A typical setup
for jitter tolerance is shown in Fig. 19, where the BER is mea-
sured using an integrated or external pattern checker. The in-
strument that is commonly used to generate modulated data
patterns, check data patterns, and count errors is a bit error
ratio tester (BERT). Similar to the jitter transfer measurement,
data phase is modulated with a specific frequency and magni-
tude. For each modulation frequency of interest, the jitter am-
plitude is increased until the link BER drops below the speci-
fied threshold. The maximum amplitude at which the BER re-
quirement is met indicates one point in the jitter tolerance curve.

9An interesting (if somewhat out-of-date) tutorial on phase noise and its
measurement is “Understanding and Measuring Phase Noise in the Fre-
quency Domain” (http://cp.literature.agilent.com/litweb/pdf/5952-8708.pdf).
A more recent survey of measurement techniques is Agilent’s “Advanced
Phase Noise and Transient Measurement Techniques” (http://cp.literature.agi-
lent.com/litweb/pdf/5989-7273EN.pdf).
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Fig. 19. Embedded clock CDR jitter tolerance measurement setup.

Fig. 20. Measured BER eye and timing bathtub plot.

The complete jitter tolerance characteristic is obtained by re-
peating this measurement across multiple frequencies, as shown
in Fig. 19.

BER Eye: BER eyes can be obtained using either integrated
or external measurement equipment. The measurement can be
done externally with a BERT, which recognizes and locks to the
data pattern and then sweeps across the eye in time and voltage.
At each point it characterizes the BER based on the known data
pattern. External BER eye measurements are useful for TX com-
pliance but may not be sufficiently accurate for full link charac-
terization.

On-die oscilloscope BER eyes, however, can characterize the
complete link performance and margins. To measure the eye di-
agram, the on-die oscilloscope sweeps across one equivalent-
time eye in both the time and voltage axes. For each voltage-
time setting, the BER is calculated using data from the pat-
tern checker and error counter. The BER data is then plotted
on voltage-time axes as shown in Fig. 20. As mentioned previ-
ously, if the link is an embedded clock link, an auxiliary sampler
can be used with a phase shifter that is referenced to the recov-
ered clock [19].

Bathtub Plot and Clock-Data Jitter: A timing bathtub plot
contains a subset of the BER eye information. It can be pro-
duced based on the complete BER eye (as shown in Fig. 20)
or can be measured by fixing the voltage offset and recording
BER measurements as a function of phase position across at
least 1UI. From the bathtub plot, one can determine the timing
margin of the link or describe the differential clock-data jitter.
The clock-data jitter will usually depend heavily upon the type
of data pattern that is sent. Channel ISI produces jitter on the
data waveform in any type of link. In addition, embedded clock
link jitter is highly dependent on the activity factor of the data

Fig. 21. A bathtub plot for embedded clock CDR obtained using on-die oscil-
loscope techniques [6]. Timing margins vary depending on the type of pattern
into the CDR.

since it depends on data edges to for tracking. An example of
this effect for a PLL-based EC link is shown in Fig. 21 [6]. Note
that the clock-data jitter increases if the data patterns contain
long strings of consecutive 1’s or 0’s. A useful measurement
of clock-data jitter in forwarded clock links characterizes link
timing uncertainty, or the clock-data jitter without the effects of
data ISI. This can be measured by sending an alternating data
pattern (e.g., ) and sampling the BER around
the transitioning data edge. This produces a jitter CDF, from
which a clock-data jitter PDF can be calculated [5], [18].

V. CIRCUITS FOR CLOCK SYNTHESIS, DISTRIBUTION,
AND RECOVERY

Achieving high-quality clocks in an I/O system re-
quires choosing the appropriate circuit implementations
for system-level blocks. This section provides an overview of
circuits that are typically used to accomplish the three main
functions for I/O clocking: clock synthesis, distribution, and
recovery. For each of these functions, we compare the merits
of different implementation choices and cite relevant published
examples. We also identify some areas of current circuit re-
search that have attempted to solve some of the downsides of
these common circuit implementations.

A. Clock Synthesis

PLLs: As described in Section II, synthesis of a clock from
a reference clock or data sequence may be required at the TX
and/or RX side of a link, depending on the type of link ar-
chitecture. Clock synthesis is generally accomplished using a
PLL, which has the ability to both multiply and filter a refer-
ence clock. Fig. 22 shows a block diagram for a conventional
analog Type II 2nd order PLL. It consists of a phase-frequency
detector to lock the PLL output phase and frequency to the ref-
erence clock, a charge pump to add or subtract charge from the
loop filter, a VCO, and a clock divider to set the clock multi-
plication factor. Its designation as Type II refers to its ability to
track both phase and frequency (which is a phase ramp) due to
the presence of two integrators within the loop. Its designation
as 2nd order refers to the two poles (with respect to phase) in
the open loop transfer function, one from the loop filter and one
from the VCO, which is an ideal phase integrator.

Since the PLL tracks the input phase, , only within its
closed-loop bandwidth, , it essentially acts as a low-pass
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Fig. 22. Conventional analog Type II 2nd order PLL and jitter filtering transfer
functions.

Fig. 23. Partial control loop for adaptive bandwidth PLL.

filter for reference clock jitter. Likewise, the PLL will only reject
jitter of its own internal VCO below , making it a high-pass
filter with respect to . The low-pass (jitter transfer)
and high-pass (jitter generation) characteristics of a typical 2nd
order PLL are shown in Fig. 22. In some cases, the PLL band-
width will be part of the link specification.

Because the 2nd order PLL loop contains two integrators, it
has an inherent possibility for instability and jitter peaking. To
stabilize the loop, a zero must be added to the loop filter, typ-
ically by adding a resistor in series with the loop filter capaci-
tance. The degree of stability of the PLL is characterized by the
PLL damping coefficient (calculated based on loop parameters
[21], [23]), which in turn specifies the amount of jitter peaking
within its jitter transfer function. Often an additional pole is
added to the loop filter to attenuate the voltage step caused by
the charge pump, which further complicates stability [23].

Given the potentially high sensitivity of the overall link per-
formance to PLL loop stability and bandwidth (Table II), it
can be essential for the PLL characteristics to be insensitive to
process, voltage and temperature (PVT). Specifically, the VCO
gain, charge pump current, and passive component values can
all be strong functions of PVT, resulting in poorly controlled
loop dynamics. As described in [23]–[25], the characteristics
of the PLL can be made to rely simply on the reference clock
frequency and a ratio of capacitances by using the VCO bias
voltage to control the charge pump currents and loop-filter zero

(Fig. 23). Note that this architecture explicitly
separates the proportional and integral paths and also imple-
ments a third pole at the output of the op-amp.

Fig. 24. Regulated-supply VCOs: (a) single-ended and (b) cross-coupled
(pseudo-differential).

Given the numerous circuit implementations and references
already available for integrated PLLs [21]–[25], this paper does
not review general PLL circuit design. Instead, we describe im-
plementation details and tradeoffs for several different types of
VCOs that are typically used within data link PLLs. Some linear
and binary phase detectors will also be presented when clock re-
covery circuits are discussed.

Oscillators: One of the most critical design decisions in link
PLL design is the choice of an oscillator. Different types of os-
cillators provide different advantages and tradeoffs in terms of
power, random and deterministic jitter, tuning range, and porta-
bility. The rest of this section highlights useful VCO topologies
and their fundamental tradeoffs. Although this discussion cen-
ters on oscillators, the same delay cells (and associated biasing
circuits) may be used for clock distribution and for tunable delay
lines (e.g., within a DLL). Therefore, the characteristics of the
delay cells discussed in this section directly relate to the later
discussions on clock distribution and clock recovery loops.

One of the simplest VCOs to implement in CMOS is an in-
verter-based ring VCO, shown in Fig. 24. By tuning the control
voltage, , this type of oscillator can cover a wide tuning
range (usually one order of magnitude or more), has power that
scales quadratically with frequency (assuming a linear voltage
regulator), and is easily portable to any CMOS process [26].
The key disadvantages of this ring VCO are its high VCO gain

—and hence high sensitivity to biasing
noise—and its relatively poor phase noise compared with reso-
nant-tank-based oscillators. It is important to note that VCOs
that have a wide tuning range, like the inverter-based ring, will
generally have the disadvantage of correspondingly high sensi-
tivity to supply and bias noise. The relatively poor phase noise
(for a fixed amount of power) is partially a result of the rela-
tively low Q ( 1–1.5) attainable with ring oscillators compared
with integrated LC oscillators [27]. Common variations of this
basic oscillator include using cross-coupled inverters and using
current starving with degenerating devices to tune the delay.

Because of the high of inverter-based delay cells, regula-
tion must be carefully designed to minimize jitter due to power
supply noise. This is especially true for PLLs since the VCO
phase is the integral of , including any noise on this node.
A common rule of thumb given for the delay sensitivity of an
inverter is 1%-delay/1%-supply [25], which is approximately
valid near the nominal supply voltage for a given process. How-
ever, since must be tuned below to provide
headroom for the regulator and account for frequency tuning
range and PVT, the sensitivity can be far greater than this rule
of thumb would indicate. Fig. 25 shows the delay sensitivity
of a FO2 inverter as a function of with voltage noise
normalized to the nominal supply for the process.10 The results

10This simulation was done in a 45 nm CMOS process.
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Fig. 25. Simulated sensitivity of inverter delay �� � to noise on the regu-
lated voltage �� � normalized to the full supply voltage �� �.

Fig. 26. Linear supply regulator for an inverter-based VCO.

Fig. 27. (a) CML-based VCO with tunable load and (b) symmetric load delay
cell.

for are consistent with the rule of thumb.
However, the sensitivity increases dramatically as is
reduced.11

The linear regulator shown in Fig. 26 is commonly used in
PLL designs (and other inverter-based timing loops like DLLs)
[25], [26], [28]. It acts as a unity gain buffer for while
rejecting supply noise by the loop gain. Since optimal supply
rejection relies on the pole at being approximately 5–10
lower than the pole at , higher bandwidth op amp designs
have been used, but these typically consume 3–5 more power
than the VCO itself [29].

Another VCO that provides a wide tuning range and scales
well with CMOS process is based on CML-based delay cells with
active loads [Fig. 27(a)] [24], [31]. The symmetric-load (SL)
delay cell shown in Fig. 27(b) uses a combination of saturated
and diode-connected devices to form a voltage-tuned resistive
load. The resistance of this load is tunable over a wide range
using and maintains a symmetric I–V transfer function
across the range of the output swing [24]. The magnitude of the
delay gain with respect to is comparable to the gain of a reg-
ulated inverter delay cell to . Like the inverter-based ring,

11A logical question to ask is whether the rule of thumb holds if the voltage
variation is instead normalized to � , meaning that the delay sensitivity is
defined to be ��� �� ����� �� �. However, even with this def-
inition the simulated sensitivity increases as � reduces, reaching about
��� � ���� when � �� � 	�
. This is not too sur-
prising since the overdrive for the inverter devices �� � � �� �
determines the inverter speed, and it is reducing at a faster rate (in terms of %)
than � .

Fig. 28. Replica bias generation circuit for a symmetric load delay cells.

Fig. 29. (a) Several types of differential LC-VCOs and (b) quadrature LC-VCO
with generalized coupling network.

it also has power that scales with frequency and has a comparable
sensitivity to bias and supply noise. Also, like the inverter-based
ring, this type of VCO requires regulation to generate the bias
voltage and reject supply noise. However, in this case the bias
regulator is not sourcing the current to the VCO. Instead it is
generating the voltages that control the load impedance and
current source (the latter is typically far less sensitive to noise).
The bias generator in Fig. 28 acts as a unity-gain buffer (and
filter) from to . It also uses delay cell half-replicas to
set the voltage swing equal to [24].

A third commonly used VCO for data links is an LC-VCO,
with several implementations shown in Fig. 29. The VCO fre-
quency is determined by the resonant frequency of the LC tank
and is tuned by varying the capacitance. Given the square-root
dependence of frequency with C and limited
ratio of practical varactors, the tuning range of LC-VCOs is
generally much smaller than that of RC-tuned ring VCOs. The
tuning range is often extended beyond the range of the varactor
by incorporating a digitally-controlled coarse tuning capacitor
bank spaced such that the analog fine-tuned varactor spans
any two coarse-tuning codes. This approach can achieve about
15–30% tuning range around the center frequency [32], [33].
Conversely, these VCOs are less sensitive to supply and bias
noise because of this lower . They also enable lower phase
noise for a given power due to the higher Q tank compared with
RC-based ring VCOs [21]. Unlike the previously discussed ring
VCOs, power does not scale as well with clock frequency. The
power increases with the amount of negative transconductance
required to offset tank losses. Since Q reduces as frequency
is reduced, power can actually increase at lower frequencies.
However, the upside of this feature is that the voltage swing
is not a strong function of frequency, unlike the previously
adaptive-biased VCOs.

There is a significant amount of research activity regarding
clock synthesis and PLLs for data links. A large amount of
effort is currently being focused on digitizing the PLL loop
[34]–[36], which is motivated by several factors. Partially or
completely digitizing the loop reduces or removes analog loop
components—most notably the charge pump and loop filter.
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Digitizing the loop facilitates lower loop filter area, reduced
sensitivity to analog device characteristics, easier portability
between processes, and digital reconfigurability and calibra-
tion. Recent work has explored ways to solve some of the
remaining challenges associated with digital PLLs, including
reducing quantization jitter and implementing low-power,
high-resolution time-to-digital converters and digitally-con-
trolled oscillators (DCOs) [34], [36], [37]. Another recent
area of interest has been in split-tuned ring oscillators. These
oscillators have dual controls, one with high and one with
low , to maintain the wide tuning range of RC-based rings
while reducing the sensitivity to bias noise from the main
control loop [38]–[40].

B. Clock Distribution

Moving the clock between circuit blocks within a data link
with minimum jitter and power can be a significant challenge.
Clock rates for state-of-the-art data links can range beyond
10 GHz with distribution distances of several millimeters
when timing blocks are amortized across multiple data lanes.
Although per-bit deskew is common for high-speed parallel
links making lane-to-lane skew tolerable [3], clock jitter and
duty-cycle error added by a poorly designed clock distribution
network can degrade link performance. This section discusses
circuit techniques and design methodologies for distributing
high-speed clocks, and identifies tradeoffs of jitter generation,
power, and complexity and provides two examples of clock
network design.

Similar to the discussion on VCOs, the simplest distribution
method in a CMOS process is using an unregulated inverter-
based chain of buffers. Using inverter buffers makes the design
simple to port and is power efficient since current is only drawn
from the supply during clock transitions. A typical distribution
network would consist of a series of buffers driving no more than
a maximum length of interconnect, where the maximum length
between buffers is determined by the clock frequency and RC
characteristics of the line [41]. The primary disadvantage of un-
regulated inverters is their susceptibility to supply noise. Using
the 1%-delay/1%-supply rule of thumb, one can quickly esti-
mate the delay variation through an inverter-based buffer chain
by adding up the total buffer delay (ignoring interconnect delay)
in a chain and multiplying by the expected percentage of supply
noise. This approach is valid so long as the total delay is a small
fraction of the period of the expected supply noise.

Given on-chip supply noise in the range of 5-10%, it is not
difficult to see how this jitter can be large relative to 1UI. For
example, if we assume 20 ps/buffer delay, then each buffer adds
1-2 ps of jitter due to supply noise. If the jitter spectrum is within
the bandwidth of the clock recovery mechanism, then this jitter
will not impact link margins. Otherwise, it will directly degrade
the link timing margin.

There are several methods of distributing the clock that
trade off lower supply-noise sensitivity for higher power. For
example, the same regulated delay cells described previously
for inverter and CML-based VCOs can be used to distribute
the clock. These have the advantage of regulating the delay
of the clock buffers using the PLL or other timing loop, but

they carry the disadvantages of increased power (since the
bias generator must now support additional buffers) and the
complexity of routing the control voltage/current to the reg-
ulated buffers. As shown in Fig. 25, regulated inverter delay
cells actually have a higher inherent sensitivity to their control
voltage than an unregulated inverter. The same is usually true
for SL-based CML buffers as well. Therefore, distributing the
control voltage/current to the buffers with inadequate shielding
or bandwidth can potentially result in worse overall jitter than
an unregulated inverter. CML buffers with fixed resistor loads
are another option. Unlike buffers in a VCO, the delay of the
clock distribution buffers does not need to be adjustable and
the resistors can be fixed so that the RC delay is, to first order,
not a function of supply noise. The main disadvantage of this
approach is the relative power inefficiency of CML buffers,
which draw power from the supply even when the clock is
not switching, and the requirement of well-controlled resistors
within the process technology.

Since minimizing delay through clock buffers will help to
reduce the susceptibility of the network to supply noise, it is
worthwhile to consider the extreme where the clock is dis-
tributed without repeaters. Given the availability of reasonable
on-chip transmission lines [42], it is feasible to use these lines
to distribute a multi-GHz clock around the chip up to several
millimeters. For example, in [33] a 10-GHz global TX clock
was sent nearly 3 mm using an open-drain buffer to drive dif-
ferential transmission lines with on-chip termination. Since this
approach involves low-swing clocks, care must be paid when
designing the clock receiver to avoid introducing more jitter
than was eliminated by using the repeaterless approach in the
first place. This technique can also be used to distribute clocks
that are driven externally, such as the 640-MHz reference clock
in [43] which was sent 10 mm on chip and the 5-GHz forwarded
clock in [5]. Note that because this type of distribution reuses
the power of the external driver, it does not cost any additional
on-chip power.

When designing a clock distribution network that balances
power with jitter, it is necessary to also consider the effective
bandwidth of the clock network and how much it amplifies
input jitter and duty-cycle error. Take for example the clock tree
shown in Fig. 30. The time-domain waveforms show the clock
at the far end of the clock tree at 5.0, 7.5, and 10 GHz. Although
the amplitude is clearly attenuated at higher frequencies, it is
not clear how robust the network is to input jitter at each
frequency. Indeed, a designer looking to minimize clock power
could assume that the clock is well-behaved even up to 10 GHz
and could be recovered at the far end using a level converter.

A better way to gauge the clock network bandwidth is to ex-
tract the jitter impulse response. In simulations, this is easily
done by injecting a jitter impulse and tracking how the jitter
progresses through the network.12 The information can be fur-
ther distilled by calculating the DCA of (9) or RJA of (10)

12This is done by simply modifying a clock waveform so that one edge is
slightly offset from the ideal position. The edges of the jittery clock are then
compared with the edges of a clock without jitter at various points along the
clock network. The differential jitter between the jittery and clean clock is the
jitter impulse response. This should then be normalized to the original input
jitter.
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Fig. 30. Clock distribution and output waveforms with a low-swing differential
input clock and inverter-driven clock tree driver.

Fig. 31. Simulated random jitter amplification (RJA) and duty-cycle amplifi-
cation (DCA) for the clock network in Fig. 30 as a function of frequency.

based on the normalized jitter impulse response as a function
of frequency, as shown in Fig. 31. In this form, we see that
random jitter is amplified by more than 1.6 above 7.5 GHz
and duty-cycle error—which is jitter at the Nyquist rate of the
clock—is amplified by more than 2.3 above 7.5 GHz. Also,
jitter amplification increases very rapidly beyond the bandwidth
of the clock network. These amplification factors need to be
taken into account when modeling the system clock jitter.

Recent research and advances in clock distribution with ap-
plication to data links have explored using resonance and em-
bedded oscillators within the clock path to reduce power and
jitter. Self-oscillating clock networks [44]–[46] and clock trees
with tuned LC resonance [39], [46] have the potential to reduce
power by recycling energy while also filtering clock jitter. In-
jection-locked oscillators within the clock path have also been
demonstrated to filter and delay the clock [47], with one imple-
mentation even adaptively mixing between injection-locked and
resonant buffers to optimize jitter [49].

C. Clock Recovery

In this section, clock recovery circuit implementations for
the three different data link architectures discussed previ-
ously—forwarded clock (FC), PI-based embedded clock (EC)
and VCO-based EC—are presented. Despite the differences
in how these three architectures handle clock and data, the
circuit components used to implement them overlap in many
places. Once again, we will describe commonly used circuit

Fig. 32. Typical forwarded clock RX implementation.

implementation options and tradeoffs for the three architectures
and finish by identifying recent research trends.

Forwarded Clock: A typical implementation for a FC link is
shown in Fig. 32. The forwarded clock from the TX is used to
generate multiple phases at the sampling rate. These phases are
then mixed by the PI to generate the sampling phase, .
Clock frequency and RX sampler bandwidth requirements can
be relaxed by sampling with multiple phases within one clock
cycle, meaning that there may be more than one PI or a multi-
phase generator following the PI [7]. The PI output phase is de-
termined by the digital select code from the CDR controller,

, as described in Section II. It is common for an FC CDR
controller to determine the optimal sampling point based on
timing and voltage margins sweeps across the eye, similar to
the on-die oscilloscope capability described in Section IV. The
disadvantage of this type of algorithm is that it requires breaks in
actual data transmission or requires an auxiliary data path with
PI and samplers. Other methods of continuous CDR implemen-
tations will be discussed later for the PI-based EC architecture,
although these can be used for FC CDRs as well.

There are several choices for how to implement the phase gen-
erator, including a delay-locked loop (DLL) [7], [50], PLL [43],
multiplyingDLL(MDLL)[51]andquadraturedivider [20].Only
PLL and MDLL implementations are capable of clock multipli-
cation and filtering clock jitter. These capabilities makes them
particularly attractive when it is preferable to forward a sub-rate
clock or if the forwarded clock has intolerable amounts of high-
frequency jitter that is not correlated to the data jitter. Of these op-
tions, the DLL and PLL have found the most use based on recent
FC (and EC) publications. Given that we have already discussed
PLLs, we now take a closer look at the DLL and its implementa-
tion details. Although not covered in detail here, it is worth noting
that the MDLL has interesting advantages over the PLL in terms
of its jitter accumulation properties [51].

A conventional DLL architecture is shown in Fig. 33. It con-
sists of a linear phase detector, charge pump, loop filter, and
a tunable delay line (often a voltage controlled delay line, or
VCDL). Unlike the PLL, the DLL has only a single integrator
in its loop (contributed by the loop filter), making compensation
in the loop filter unnecessary.13 The DLL loop attempts to align
two phases within the delay line so that the delay line maintains a
latency that is some fraction of a clock period, such as as
in Fig. 33. Using a differential or pseudo-differential delay line

13For designs that use a bias generator following the loop filter [7], [24], sta-
bility should be considered. However, it is typically straightforward to achieve
high loop phase margins.
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Fig. 33. Conventional analog delay-locked loop (DLL) with 6-stages/180
voltage-controlled delay line and complementary (180 ) phase detector.

provides complementary phases so that phases in a half-cycle
delay line cover a complete clock period. Unlike a PLL, the
jitter transfer function of this DLL architecture is approximately
all-pass [24].14 The DLL bandwidth is a measure of the delay
tracking rate as opposed to phase tracking rate. DLLs typically
only require a phase-only detector since the output clocks are
simply delayed versions of the input clock. Letting the loop come
out of reset in its minimum delay state ensures that the loop
will not reach lock at a sub-harmonic of the clock frequency.

The DLL delay line is typically a cascade of tunable delay
buffers. The types of buffers and associated biasing schemes
that are commonly used are the same described previously
for VCOs. Regulated inverters and active-load CML are the
dominant design choices based on recent data link publications.
DLLs do not integrate noise on the delay line control, which
somewhat relaxes the requirements for bias regulation.

A critical (and potentially catastrophic) design decision for
delay lines is choosing the number of delay cells in the line.
Intuitively, the implications of this decision can be understood
by considering each delay buffer to be a single-pole amplifier
and assuming small-signal behavior. Given N delay buffers
per 180 , the amount of phase shift through each buffer is
180 . This phase delay at the clock frequency also specifies
the 3 dB bandwidth of the buffer. For example, each buffer in a
4-stage/180 delay line will delay the clock by 45 . Therefore,
the bandwidth of the buffer is equal to the clock frequency.
Note that this relationship between clock frequency and buffer
bandwidth does not depend on raw process speed since the
buffer bandwidth is regulated to provide the appropriate delay.
Keeping with our small-signal analysis, this means that signals
near the clock frequency will be attenuated by 12 dB relative
to the DC component. Based on the previous discussion of
the impact of channel loss on jitter, this discrepancy in gain
between low- and high-frequency signals will result in jitter
being amplified through the delay line. Since most practical
delay lines saturate the clock signal, this small-signal linear
analysis is actually pessimistic, but the intuition that it provides
is correct.15 In practice, 4-stage/180 active-load CML delay
lines provide marginal jitter amplification using active-load
CML buffer (for example, duty-cycle error is amplified by

14There is actually some jitter peaking in DLLs as described by [52], but most
practical designs minimize it by designing a suitably low DLL loop bandwidth.

15A similar argument can be made assuming exponential RC behavior. In
that case, jitter amplifies less when the clock is allowed to fully saturate. Less
saturation (due to lower N) results in more jitter amplification.

Fig. 34. Two digital phase interpolator implementations: (a) phase mixer with
many phase inputs and (b) two-stage phase interpolator with coarse phase se-
lection followed by a phase mixer with only two phase inputs.

Fig. 35. (a) Inverter-based [50] and (b) CML-based [7] two-phase mixers.

1.1–1.2 per stage) whereas 6-stage/180 CML delay lines
show 5–10 less jitter amplification per stage. The acceptable
number of stages, N, also depends on the type of delay cell used
since the jitter amplification depends how quickly the buffer
saturates when operating with a certain clock delay.

Next, we will consider options for the PI block. As shown in
Fig. 34, the PI can be implemented as either a phase mixer or as
a coarse-phase mux followed by a phase mixer. Two common
phase mixer implementations based on inverters [50] and CML
[7] are shown in Fig. 35. Both designs adjust the output phase
by summing the two phases with different digitally-controlled
weights. The advantage of adding a phase-select mux before the
phase mixer is that it reduces the number of mixer input de-
vices, which improves the mixer bandwidth. The main disad-
vantage of the mux-based design is that capacitive feedthrough
due to overlap capacitance on the input devices has a nonneg-
ligible impact on the output phase. This causes discrete phase
jumps in the output phase when the de-emphasized phase is up-
dated through the mux [7]. These discrete phase jumps do not
happen with the mixer-only PI since the capacitive feedthrough



34 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 56, NO. 1, JANUARY 2009

Fig. 36. Phase-interpolator (PI)-based embedded clock RX implementation
with bang-bang phase detector.

is always present from all phases to the output regardless of the
PI phase setting. Mixer-only designs may be reasonable if only
four phases are being mixed (e.g., quadrature inputs) [53], al-
though even then they contain twice as many input devices as
the mux-based design. The linearity of phase mixing is also very
sensitive to the edge rate of the clock. Assuming ideal sinusoidal
inputs, the output phase and magnitude will be the vector addi-
tion of the two mixed phases. However, linearly sweeping the
magnitudes of the two phases such that the sum of their magni-
tudes is constant (similar to the designs in Fig. 35) will not result
in equally spaced phases [39]. This nonlinearity is characteristic
of the mixer-only designs due to their typically low bandwidth.
Phase nonlinearity can also result when the clock edges are too
fast relative to the separation of the two selected coarse phases
[7], [54]. The PI circuitry is often a replica of the delay cell
used in the ring VCO or VCDL so that the edge rate tracks the
clock frequency across PVT. Despite using this technique, the
nonlinearity is difficult to remove because of the nonlinear (ex-
ponential) slew rate of single-pole buffers.

PI-Based Embedded Clock (EC): The block diagram of a
conventional PI-based EC receiver architecture is shown in
Fig. 36. The architecture is identical to an FC RX with contin-
uous deskew except that a reference clock is used instead of a
forwarded clock from the TX. The CDR controller consists of a
phase detector, loop filter, and phase rotator to control
the PI. The reference clock is generally sub-rate, so some clock
multiplication, either by PLL [55] or MDLL [56], is required.
The phase generator can be a cascade of clock loops, for
example a PLL followed by a DLL or two cascaded PLLs [39].
As with the FC design, the bandwidth of the phase generator
should be determined in part by the correlation between the
reference clock and data jitter spectrum.

The most common EC CDRs architecture uses a bang-bang
phase detector (!!PD) with that oversamples the data sequence
to obtain information about clock-data tracking error. The bang-
bang PD shown in Fig. 37 [57] generates a tri-state phase output,
requires a full-rate clock (e.g., 10 GHz for 10 Gb/s), and gen-
erates the retimed data sequence. The top path generates the re-
timed data sequence, while the bottom path samples the data
transitions, or edges. This PD generates an “early” or “late” ( 1
or 1) signal for each data transition by comparing the edge
sample to the previous and subsequent data samples. The PD
also has a third “do nothing” state (0) that it outputs when there
is no data transition. The basic idea of this PD can be extended
to a sub-rate PD to reduce the clock rate below the data rate,
which reduces power and allows for lower-frequency handling
of the digital output [58].

Fig. 37. A bang-bang phase detector with tri-state output.

Fig. 38. Illustration and calculation to determine the maximum frequency tol-
erance for a PI-based embedded architecture with a bang-bang phase detector.

One drawback of using a digital PD and digitally-controlled
phase rotator is that the resulting clock will have quantization
error at lock. In addition, latency in the PD can increase the
quantization noise since it may take several clock cycles for the
phase rotator to respond to phase errors at the input to the PD.
To remedy this, it is common to use some amount of digital
pre-filtering between the PD and the phase rotator.

In practical EC data links, the RX reference clock frequency
will vary slightly from the TX clock either because they do not
share the same clock source or due to the wander between two
different PLLs that share the same reference clock. As a result,
one of the key specifications for a PI-based EC CDR is the max-
imum frequency tolerance between the TX (data) and reference
clock. A static frequency difference manifests itself as an ac-
cumulating phase difference between the reference clock and
the incoming data rate. Since this architecture updates phase
periodically by single discrete steps, increasing the frequency
tolerance requires either increasing the phase step and/or re-
ducing the update time (Fig. 38) [40]. However, increasing the
phase step increases quantization jitter and reducing the update
time increases power. Therefore, there is a fundamental tradeoff
in this architecture between quantization jitter and frequency
tolerance.

VCO-Based Embedded Clock (EC): The architecture for
a VCO-based (or PLL-based) EC CDR is shown in Fig. 39.
The key difference between this and the PI-based EC CDR is
that there is no external reference clock provided. As such,
the loop must be frequency locked and then phase locked to
the incoming data sequence. As with a PI-based EC CDR, the
phase detector must be able to correctly handle cases when no
edges are present.

Two important specifications for this type of CDR are the lock
range and capture range. The lock range is the frequency range
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Fig. 39. VCO-based embedded clock RX.

Fig. 40. Hogge phase detector and phase-to-voltage transfer characteristic.

over which the CDR can operate, and is typically limited by the
tuning range of the internal oscillator when driven by the charge
pump. The capture range is a measure of the maximum initial
frequency difference between the VCO output and the data rate
that still results in a locked loop. In the absence of a frequency
detector, the capture range is about equal to the bandwidth of
the CDR. However CDR bandwidth, which is usually part of
the link design specification or standard, can be quite narrow
relative to the expected variation of an integrated oscillator. To
increase the capture range, some method of frequency locking
the loop is necessary. This can be accomplished with an external
reference [59], but it is preferably done using a “referenceless”
method [32], [60].

PLL-based CDRs may use either a linear or bang-bang phase
detector. The key tradeoff here is the reduced design complexity
of a bang-bang PD compared with the generally better jitter
characteristics of a linear PD [32]. As with the PI-based EC
CDR, the impact of phase detector latency must be carefully
considered during stability analysis and can be mitigated by re-
ducing the CDR bandwidth.

The bang-bang PD shown previously in Fig. 37 generates
quantized early/late/absent information to control the loop. It
is commonly used in PLL-based CDRs that can tolerate its as-
sociated loop nonlinearity [57], [58], [60], [61] and can be an-
alyzed using similar nonlinear techniques as PLLs with bang-
bang phase detectors [71]. When a linear PD is required, the
Hogge PD (Fig. 40) can be extremely useful [21], [62]. Like
the bang-bang PD, it also has the benefit of generating the re-
timed data sequence within the PD and generates no signal when
no edges are present on the incoming data stream (again using
XOR logic on time-delayed samples). When there is a data edge,
the detector generates pulses at and . The pulse-width
at is linearly proportional to the phase difference between
clock and data. For the full-rate clocking example in Fig. 40, the
pulsewidth will be one half clock cycle when the clock is sam-
pled optimally between transitions and increases (decreases) if
the clock is late (early). However, the pulsewidth at is ide-
ally equal to one half clock cycle regardless of the clock-data

phase relationship, thus providing a reference pulse to subtract
from . Note that the subtraction of from can be imple-
mented within the charge pump. Although this example shows a
full-rate example of a Hogge PD, it has been adapted for sub-rate
clocking [63]. Because of the linear characteristics of the PD,
the CDR can be analyzed using similar analysis as linear PLLs.

Recent Clock Recovery Research: Clock recovery continues
to be an extremely active area of I/O research over the past
several years, with a particular emphasis on low-power and
scaling tolerant/portable designs. Some very low-power imple-
mentations have incorporated the phase tuning circuitry into
the PLL phase detector [28] or charge pump [63]. For achieving
extremely fine, process-insensitive phase steps, a delta-sigma
modulator (DSM) can be used within the PLL feedback loop
[65]. This architecture decouples the discrete phase LSB from
the programmable phase resolution, and has been demonstrated
with sub-picosecond resolution. Injection-locked oscillators
have also found increasing use in link clocking. They have been
used as programmable phase shifters by either varying the in-
jection point in a ring VCO [56] or by varying the free-running
frequency of the oscillator away from the injection frequency
[48]. Injection-locked oscillators have also been proposed for
clock recovery in burst-mode CDRs, providing advantages in
both simplicity and lock speed [66]. Other recent work has pro-
posed methods to remove the need for oversampling—and its
associated power and area—for continuous clock-data tracking.
For example, [67] demonstrated a “baud rate” CDR that uses the
integral of the input data pattern to provide timing information.
For process portability and tolerance as well as area reduction,
digitizing the clock recovery loop has a distinct advantage.
However, operating the entire digital proportional-integral loop
filter at the full clock rate is usually not power efficient and/or
feasible for high-speed applications. To solve this problem,
both [32] and [61] digitize the integral controller, which can be
clocked at a sub-rate without significantly impacting the loop
dynamics, while operating the proportional path at the higher
clock rate. In [32] this was done with a DSM-based linear phase
detector (based on the Hogge), whereas [61] used the output
of a bang-bang phase detector to control a simple DAC in the
proportional path.

VI. CLOCK SYSTEM MODELING AND

PERFORMANCE TRADEOFFS

To design and implement balanced I/O clock architectures,
it is essential to not only understand low-level clock circuit im-
plementation tradeoffs but to also comprehend how the circuit
building blocks interact at the system level and their individual
effect on aggregate link performance. Moreover, designing
clock circuits and systems in a holistic manner will not only
optimize the performance of high-speed data link interfaces
but it will minimize power and cost. Essential to this holistic
method is the incorporation of accurate clock and link modeling
algorithms and tools as part of the overall design process [10].

There are numerous methods that may be used to model
clock system components and architectures. The most primitive
methods leverage results from independent block level (e.g.,
PLL, CDR, TX, RX, clock buffers) circuit simulations or
specifications and cascade the jitter parameters together in a
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simplistic manner. These crude models disregard the complex
statistical, nonlinear and spectral interaction of the clock cir-
cuits and system components. On the other hand, full system
circuit simulation of data links can provide high accuracy
with few simplifying assumptions. However, since modern I/O
circuits and systems are highly complex and may contain many
thousands or even millions of devices, detailed system level
circuit simulations don’t provide a realistic analysis framework
primarily due to simulation time and computation complexity
constraints. Furthermore, it may be burdensome to require
complete transistor level circuit models when performing
high-level system tradeoffs or sensitivity studies. The most
accurate and useful clock modeling and analysis methodologies
pursue an intermediate approach between the two aforemen-
tioned methods. In this section, we will give a brief overview
of a behavioral approach that can be used to enable circuit
and system level optimization and analysis of even the most
complex clock topologies.

The analysis approach we demonstrate is based on a func-
tional abstraction of the most critical low level circuit building
blocks to accurately emulate clock phase (i.e., jitter sequence)
behavior based on a number of inputs such as power supply
noise, device noise, device mismatch, jitter transfer, input
jitter sequence, etc [68]. The models from these primitive
clock building blocks are assembled to emulate an entire data
link architecture. Examples of these primitive clock building
blocks may include: PLL, CDR, DLL, clock buffer, TX, RX,
and channel. By just modeling the circuit’s clock jitter se-
quence rather than emulating the entire clock waveforms, a
significant decrease in simulation time and model complexity
is achieved without loss of accuracy. However, in our simula-
tion framework we choose to use complete voltage waveforms
to model certain functions that require enhanced accuracy or
are not conducive to edge-based modeling. For example, we
model linear time-invariant channels and equalizer functions
using a convolution-based approach for both the clock and
data.

To demonstrate the utility of a system level model approach,
we compare the performance and parameter sensitivities of two
different clock architectures: FC DLL-based and EC PI-based.
A combination of these two clock architectures is shown in
Fig. 41 in which selecting connection (a) results in the FC mode
and selection (b) results in the EC architecture. The systems
were analyzed based on a data rate of 10 Gb/s with 30 cm
FR4-based clock and data channels. Other baseline assumptions
used for the analysis are listed in the caption of Fig. 41 and in
the baseline column of Table II. An attempt was made to use
practical and reasonable estimates for the clock architecture pa-
rameters to produce a realistic example.

The sensitivity results of Table II indicate first-order sensi-
tivity of each parameter as it is modified from the given base-
line value. Note that the baseline margin for the FC link of 55
ps (out of 100 ps UI) is much greater than the EC link margin
of 18 ps. This is primarily due to the much higher effective
clock recovery bandwidth of the FC architecture and the corre-
sponding low sensitivity to TX jitter that is correlated between
clock and data. On the other hand, EC recovery effectiveness
depends solely on the RX CDR which has a bandwidth that is

Fig. 41. Clock architecture comparison example. Connection (a) enables
the forwarded clock DLL-based mode while (b) selects the embedded clock
PI-based model. Assumptions used in the analysis: CK505 reference clock
generator with spread spectrum clock enabled, 2nd order PLL, 2-tap data TX
pre-emphasis, binary phase detector based CDR.

limited to a few MHz. This causes EC links to be sensitive to
jitter frequencies above the CDR bandwidth and explains why
the performance sensitivity to reference clock jitter, PLL accu-
mulated jitter, PLL bandwidth and clock distribution jitter is 3
to 4 times greater than it is for FC.

There are some aspects of FC architectures that must be
carefully optimized to produce sufficient performance and
margin. For example, Table II demonstrates the effect of adding
excess delay to the forwarded path (by adding an additional
2UI to the RX buffer latency) which hampers the clock re-
covery bandwidth provided by clock to data tracking. Another
characteristic of FC methods that must be carefully suppressed
is the effect of high-frequency jitter amplification across the
low-pass FC channel. The addition of the RX buffer bandpass
filter, as demonstrated in Table II, reverses the jitter amplifica-
tion of the clock channel and produces enhanced BER and eye
margin.

Though a high loop bandwidth CDR is not required for the
FC architecture, it was enabled to force a symmetric compar-
ison between the two architectures. One strong indicator of CDR
bandwidth is the proportional controller gain which was set to
a baseline value of 0.5 ps. As indicated by the relative sensi-
tivities, the optimum value for the CDR (relative to the base-
line) is actually higher for the EC architecture and lower for the
FC architecture. This data agrees with intuition in that the pri-
mary mechanism for FC recovery is not the CDR (other than for
low-frequency deskew) but rather the FC channel. Furthermore,
the EC architecture is sensitive to CDR loop stability and dither
jitter which is influenced by the CDR loop feedback latency and
the PI phase resolution.



CASPER AND O’MAHONY: CLOCKING ANALYSIS, IMPLEMENTATION AND MEASUREMENT TECHNIQUES FOR HIGH-SPEED DATA LINKS—A TUTORIAL 37

TABLE II
FORWARDED & EMBEDDED CLOCK ARCHITECTURE SENSITIVITIES

VII. CONCLUSION

Data link performance will continue to scale by means of
high-quality clock architecture and circuit solutions. Optimizing
I/O clock systems requires accurate modeling techniques and
detailed knowledge of circuit and architecture interactions and
tradeoffs. Interoperability specifications of many high-speed
data links require designers to be knowledgeable about jitter
terminology as well as clock measurements techniques. To
optimize and balance data link performance, power, and cost,
it is crucial that circuit and system designers develop a deep
understanding of clocking tradeoffs at all levels of the link
hierarchy from the circuit-level implementation to system-level
architecture.
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