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to 300MHz Jitter Tracking in 65nm CMOS

Masum Hossain, Anthony Chan Carusone

University of Toronto, Toronto, Canada

High density multilink interfaces such as QPI and HyperTransport include a ded-
icated link to carry a synchronous clock from the transmitter to receiver and
shared by 5 - 20 data transceivers. Sub-rate clocks ameliorate jitter amplification
in lossy channels. The forwarded clock must be frequency-multiplied and
aligned with the data at each receiver. Per pin deskewing is done at startup [1];
the optimum deskew setting is stored and the calibration circuitry turned off dur-
ing normal operation. Jitter on the forwarded clock is correlated with jitter on the
data because both are generated by the same transmitter. Hence, jitter tolerance
is improved by retiming the data with a clock that tracks correlated jitter on the
forwarded clock [2]. However, since the delay of the data and clock paths typi-
cally differ by several UI, very high frequency jitter will appear out-of-phase at
the receiver and should not be tracked. For a delay mismatch of L UI between
clock and data, jitter tolerance is improved by tracking jitter up to fbit /4L [2]. If
the mismatch is 5UI, at 4Gb/s and 8Gb/s the clock path jitter tracking bandwidth
(JTB) should be 200MHz and 400MHz respectively. In summary, the clock path
in a clock forwarded transceiver should provide flexible clock multiplication, a
controlled phase shift, and a JTB adjustable over 100’s of MHz to accommodate
different channel losses, bit rates, and path delay mismatches. 

A PLL can provide clock multiplication [3], but its limited bandwidth filters out
useful correlated jitter [4]. A MDLL is allpass, tracking both correlated and
uncorrelated jitter. Injection locked oscillators (ILO) are a power- and area-effi-
cient alternative to PLLs and DLLs. In [5,6] an ILO performs both jitter filtering
and clock deskew by introducing a frequency offset between the ILO’s free-run-
ning frequency and the injected frequency. With this simple architecture the jit-
ter tracking bandwidth is a strong function of the phase deskew setting, and
clock multiplication is not performed. In [7] a MDLL provides clock multiplica-
tion and generates a multi-phase clock output; a ILO is used to interpolate
between the coarse MDLL skew settings and filter out high frequency periodic
jitter generated in the MDLL. Since only one jitter filter appears in the clock path,
a low JTB is required to efficiently filter the high frequency periodic jitter, but that
also filters out correlated jitter on the forwarded clock. Moreover, compared to a
DLL-only or ILO-only solution, the MDLL-ILO architecture consumes more
power.

This work combines a frequency-multiplying injection locked oscillator (MILO)
and per pin local injection locked oscillators (LILO) as in Fig. 8.2.1. A single
MILO shared by all receivers provides both clock multiplication and an
adjustable JTB. The LILO provides per pin clock deskew and additional filtering
of very high-frequency jitter. A 3-stage ring oscillator is used as the MILO with a
1.7 to 4.5GHz tuning range. Transistors M3 serve as a cross-coupled common-
gate clock buffer providing a 200mV clock swing across 1mm of on-die trans-
mission line to the LILO. Inductor L1 provides low Q bandpass filtering to reduce
high frequency jitter. If injected with a sub rate (quarter-rate or lower) clock, sig-
nificant amplitude distortion and reference spurs appear at the MILO output. This
problem is ameliorated by injecting a pulse train. Unlike NRZ signals, pulse
trains effect the MILO output only at their transitions. As a result, amplitude dis-
tortion and frequency spurs are significantly reduced. Pulse trains are simply
generated using a delay and XOR gate integrated into the clock transmitter of this
prototype link (Fig. 8.2.1). The MILO JTB is set by the effective injection strength
which is controlled by changing the pulse repetition rate and duty cycle thereby
providing continuous adjustment of the JTB from 25MHz to 300MHz. The shared
clock circuitry consumes more power than any other block in the link to ensure
that even when set to a low JTB, a low phase noise clock is distributed to the
LILOs. 

Low swing passive clock distribution is used due to its low latency, supply noise
immunity and reduced power consumption. This distributed clock is injected to
the LILO to further filter high frequency jitter and provide a deskewed clock to
the data samplers (Fig. 8.2.2). The 4-stage ring oscillator used as the LILO has

both coarse and fine tuning. Using the coarse tuning, all LILOs are frequency-
locked to the distributed clock. However, due to mismatch there will be small fre-
quency offsets between the LILOs which are compensated with the fine controls
during phase deskew. Existing ILO-based deskew circuits use frequency offset
to control phase shift. Unfortunately, jitter tracking bandwidth also decreases
with frequency offset. Thus for large phase shifts, correlated jitter is filtered and
the ILOs self phase noise increases recovered clock jitter. Instead we inject the
clock into the ring at two points with adjustable polarity and three possible injec-
tion strengths to select between 8 coarse deskew settings (Fig. 8.2.3).
Interpolation between these coarse settings is done by slightly detuning the
LILO’s free-running frequency. Since only small frequency offsets are required to
achieve ±23º phase shifts, high JTB can be maintained. The LILO’s JTB exceeds
600MHz so that the overall JTB of the clock path is determined by the MILO,
independent of the phase deskew setting. Moreover, with such high JTB very lit-
tle of the LILO’s self phase noise appears in the recovered clock. Very high fre-
quency jitter due to DCD and reference spurs is attenuated by both ILOs. CML
delay stages are used in both the MILO and LILO providing good supply noise
immunity. 

The 4-7.4Gb/s 65nm CMOS prototype is tested in a QFN package and operates
from a 1V supply. It incorporates a programmable passive equalizer to provide
up to 5dB of boost at one-half the bit rate. The shared clock circuitry consumes
8mW, the LILO phase interpolator consumes 4.4mW and the samplers consume
2.4mW. Excluding shared clock power, each receiver consumes 6.8mW which
equals 0.92pJ/bit at 7.4Gb/s. The BER of the receiver for a 231-1 pattern is shown
in Fig. 8.2.4 as a function of deskew setting over 5” FR4 interconnect. Jitter tol-
erance is tested at 7.4Gbps; BER is less than 10-12 with .45UIpp DJ in addition to
1.5UIpp sinusoidal PJ at 200MHz (Fig. 8.2.5). The proposed architecture is com-
pared with state-of-the-art receivers in Fig. 8.2.6. The proposed solution com-
bines the functionality of PLL- or DLL-based solutions without sacrificing the
excellent power- and area-efficiency offered by injection locking. The high-fre-
quency jitter tolerance achieved (1.5UI at 200MHz) is comparable to oversam-
pling CDRs, a significant improvement over previous low-power clock forward-
ed receivers.
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Figure 8.2.1: Forwarded clock receiver architecture in 65nm CMOS.  The clock
transmitter and frequency-multiplying injection locked clock multiplier (MILO)
are elaborated in the figure.

Figure 8.2.2: The local injection locked oscillator (LILO) using a 4-stage ring.
The clock injection stage providing coarse deskew control is inset.

Figure 8.2.3: Measured deskew with coarse and fine control. Four coarse and
fine deskewed phases are at the bottom.

Figure 8.2.5: JTF and Jtol at different jitter tracking bandwidth settings. The
forwarded clock pulse is at a frequency 1/2N-th the data rate. Jitter tolerance
is measured in the presence of an additional 0.45UIpp DJ (5” FR4 channel) at
7.4 Gb/s.

Figure 8.2.6: Comparison with state-of-the-art low-power clock forwarded
receivers.

Figure 8.2.4: BER as a function of phase deskew at 4Gb/s and 7.4Gb/s over
10” and 5” FR4 traces respectively for 231-1 pattern. Demuxed data and recov-
ered clock are at the bottom.
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Figure 8.2.7: Die photo of the implemented 65 nm CMOS receiver with area and power
breakdown.


