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Abstract—A low-power forwarded-clock I/O transceiver archi-
tecture is presented that employs a high degree of output/input
multiplexing, supply-voltage scaling with data rate, and
low-voltage circuit techniques to enable low-power operation.
The transmitter utilizes a 4:1 output multiplexing voltage-mode
driver along with 4-phase clocking that is efficiently generated
from a passive poly-phase filter. The output driver voltage
swing is accurately controlled from 100–200 using a
low-voltage pseudo-differential regulator that employs a partial
negative-resistance load for improved low frequency gain. 1:8
input de-multiplexing is performed at the receiver equalizer
output with 8 parallel input samplers clocked from an 8-phase
injection-locked oscillator that provides more than 1UI de-skew
range. In the transmitter clocking circuitry, per-phase duty-cycle
and phase-spacing adjustment is implemented to allow adequate
timing margins at low operating voltages. Fabricated in a general
purpose 65 nm CMOS process, the transceiver achieves 4.8–8
Gb/s at 0.47–0.66 pJ/b energy efficiency for –0.8 V.

Index Terms—High-speed I/O, injection-locked oscillator,
low-power, low-voltage regulator, poly-phase filter, transceiver,
voltage-mode driver.

I. INTRODUCTION

T OTAL I/O bandwidth demand is growing in high-perfor-
mance systems due to the emergence of many-core mi-

croprocessors and in mobile devices in order to support the
next generation of multi-media features. High-speed serial I/O
energy efficiency must improve in order to enable continued
scaling of these parallel computing platforms in applications
ranging from data centers to smart mobile devices.
Significant I/O energy efficiency improvements necessitate

both advances in electrical channel technologies and circuit
techniques in order to reduce complexity and power con-
sumption. Examples of advanced inter-chip physical interfaces
include high-density interconnect and Flex cable bridges,
which allow operation at data rates near 10 Gb/s while only
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Fig. 1. A multi-data-channel forwarded-clock I/O architecture.

requiring modest equalization [1]. An I/O architecture that
reduces clocking circuit complexity, while also allowing for
wide-bandwidth jitter tracking, is a forwarded-clock system
where a clock signal is transmitted in parallel with multiple data
channels Fig. 1 [2], [3]. Furthermore, low-power transceivers
often incorporate voltage-mode transmit drivers, as these output
stages have the potential to consume one-quarter of the power
compared to current-mode drivers [4].
Further improvements in energy-efficiency are possible

through reduction of the supply voltage . Previously, this
has enabled excellent energy/computation for digital systems
[5] due to the exponential dependence of power on .
Leveraging supply scaling to improve energy efficiency moti-
vates I/O architectures that employ a high level of output/input
multiplexing, as this allows for the parallel transmit and re-
ceive segments to operate at lower voltages [6]. However,
challenges exist in the design of an efficient output-multiplexed
voltage-mode driver due to the relatively large driver tran-
sistor sizes required for output impedance control, as well as
the reduced supply headroom for the output stage regulator.
Furthermore, widespread adoption of low- transceivers
has been limited due to questions regarding robust operation
and severe sensitivity to process variations. In particular, the
generation of precise multi-phase clocks and the ability to com-
pensate for circuit mismatch is an issue both at the transmitter
and receiver.
This paper describes a low-voltage forwarded-clock I/O

architecture developed in 65 nm CMOS that is capable of 4.8–8
Gb/s operation while achieving an energy efficiency of 0.47
pJ/bit–0.66 pJ/bit. Section II discusses key circuit trade-offs
associated with supply-scaling and multiplexing factor choice
at both the transmitter and receiver. The proposed transmitter,
which to the authors’ knowledge, is the first to implement a
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Fig. 2. Output multiplexing approaches for voltage-mode drivers: (a) producing an output data pulse with two-transistor output segments, (b) producing an output
data pulse with a pulse-clock and a single-transistor output segment.

level-shifting pulse-clock pre-driver to reduce the transistor
size and stack count in a voltage-mode output-multiplexing
driver is detailed in Section III. Also discussed in this section
is the use of a passive poly-phase filter for transmitter quadrate
clock generation, which has been shown in previous work [7]
as an efficient technique to generate quadrature receiver-side
clocks. Section IV presents the 1:8 input de-multiplexing
receiver which employs eight parallel input samplers clocked
from an 8-phase injection-locked oscillator that provides more
than 1UI de-skew range and utilizes AC-coupling injection
for improved phase uniformity relative to transconductance
injection [2]. The single-data-channel transceiver experimental
results are summarized in Section V and a discussion on scaling
this architecture to higher per-pin data rates is included in
Section VI. Finally, Section VII concludes the paper.

II. TRANSCEIVER ARCHITECTURE CONSIDERATIONS

Utilizing circuit parallelism in I/O transceivers allows for po-
tential power savings, as the parallel transmit and receive seg-
ments operate at lower frequencies and potentially lower volt-
ages [6]. Unfortunately, challenges exist in generating power-
efficient multiple-phase clocks and maintaining critical circuit
transmitter/receiver circuit bandwidths while operating under
low voltage. This section analyzes the trade-offs associated with
supply-scaling and multiplexing factor choices at both the trans-
mitter and receiver.

A. Transmitter

Voltage-mode output stages are desired in low-power trans-
mitter architectures due to the potential for significant current
savings for a given output voltage swing. It is possible to im-
plement output multiplexing in current-mode drivers through
multiple two-transistor current-switch segments controlled by
two overlapping clock signals and the data, thus avoiding any
full data-rate signals until the final pad outputs Fig. 2(a) [6], [8].
Unfortunately, utilizing this approach in voltage-mode driver
results in large output transistors in order to maintain proper
channel impedance termination to minimize reflection-in-
duced intersymbol interference and allow predictable transmit
output swing levels. Driving these large output transistors
increases dynamic power consumption and the series transistor

combination degrades the output signal edge rates. Another
output multiplexing approach suitable for a voltage-mode
driver involves combining a one unit interval (UI) pulse-clock
with the data before the output switch transistor, allowing
for only one single-transistor output segment to be activated
at a time Fig. 2(b). Hence, impedance control is achieved
using smaller output transistors, resulting in reduced pre-driver
power consumption and improved output signal edge rates.
This pulse-clock output multiplexing scheme is utilized in the
voltage-mode driver presented in this work.
The optimal output multiplexing ratio, with respect to power

efficiency, is a function of both the minimum swing required to
maintain the output eye margins and the complexity associated
with the generation of precise multiple-phase clocks. Fig. 3
compares three 8 Gb/s transmitters that utilize output-multi-
plexing factors of 1:1 (multiplexing before the output driver),
4:1, and 8:1, respectively. The transmitters leverage supply
scaling in the clock generation and serialization while the output
stage is powered from a low-voltage regulator, discussed in
Section III, which is capable of operating from a fixed 0.65 V
supply. In order to avoid the challenges associated with global
multiple-phase clock distribution in a multi-channel I/O system,
all these topologies utilize a low-swing global differential clock
distribution, with multiple-clock phases generated locally. The
1:1 multiplexing transmitter is a half-rate architecture [9]–[12]
that utilizes a 2:1 CMOS mux before the output stage which is
switched by two-phases of a 4 GHz clock generated by the local
CML-to-CMOS clock buffer circuitry. For the 4:1 multiplexing
transmitter, a 2 GHz low-swing global clock passes through a
passive poly-phase filter to produce four clock phases, which
are then converted to CMOS levels to actuate the pulse-clock
predriver. The eight clock phases required for the 8:1 multi-
plexing transmitter are produced with a local injection-locked
oscillator (ILO) locked to a 1GHz low-swing global clock input.
Schematic simulation results are presented in Fig. 4(a), which

compares the 8 Gb/s deterministic jitter (DJ) of the three trans-
mitters driving an ideal channel as a function of the supply
voltage. The 1:1 input multiplexing transmitter’s DJ increases
rapidly as the supply is reduced near 0.6 V due to degraded
timing margin in the 2:1 CMOS multiplexer that switches at
4 GHz, while both the 4:1 and 8:1 output multiplexing designs
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Fig. 3. Transmitter architectures with different output multiplexing factors: (a) 1:1, (b) 4:1, (c) 8:1.

Fig. 4. Simulated 8 Gb/s transmitter performance with varying output multiplexing factors: (a) deterministic jitter versus supply voltage, (b) dynamic power
consumption.

display similar performance and operate with reasonable DJ at
lower voltages.
Fig. 4(b) compares the dynamic power consumption of the

three transmitters normalized to the highest-power 8:1 architec-
ture. Here the transmitter supply is set based on two constraints
of 5% output DJ and acceptable output phase mismatch across
Monte Carlo simulations. While the 8:1 transmitter is capable
of less than 5% DJ at a supply lower than 0.6 V, the ILO dis-

plays excessive phase variation at these low voltages. Overall,
the 4:1 output multiplexing architecture displays the best power
consumption due to the superior timing margins relative to the
1:1 transmitter and reduced sensitivity to multi-phase clock gen-
eration enabled through the two-stage passive poly-phase filter.
Hence, the 4:1 architecture is chosen and is discussed in detail
in Section III.
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Fig. 5. A forwarded-clock 1:N receiver architecture.

B. Receiver

At the receiver, the optimal input de-multiplexing ratio, in
terms of power efficiency, is a function of the minimum voltage
required to produce precise multi-phase clocks while main-
taining adequate circuit speed. An input continuous-time linear
equalizer (CTLE), consisting of a RC-degenerated differential
amplifier, is used to compensate for the channel loss. Fig. 5.
shows a high-level diagram of the receiver architecture in
which it drives the quantizers clocked by multi-phase clocks
from an ILO locked to the forwarded clock. The ILRO also
provides the ability to adjust for the skew between data and the
sampling clock by adjusting its own free-running frequency, as
demonstrated in [2].
CTLE equalization is chosen versus transmit feed-forward

equalization (FFE) in this transceiver architecture, as link mod-
eling studies [13] have found that including a CTLE can achieve
less power than a design without TX equalization or designs
which include 2-tap TX equalization without a CTLE. This is
because the CTLE allows for a peak gain above 0 dB near the
Nyquist frequency, which improves the sensitivity of the RX
and allows scaling down the transmit output swing significantly.
TX FFE, on the other hand, reduces the effective transmitted
signal swing, placing more stringent requirements on the RX
and also increases the TX circuit complexity. This is especially
true for voltage-mode drivers, where significant output-stage
segmentation and pre-drive logic is often necessary to achieve a
given equalization range and resolution, both in designs which
control the output impedance [14] and those that don’t [15].
All of the receiver circuits share the same scalable power

supply. A higher de-multiplexing ratio relaxes the quantization
delay requirement for each quantizer, allowing quantization
speed to be traded off for lower supply voltage. For the chosen
quantizer structure, which is similar to [16], near-quadratic
power reduction is observed associated with supply voltage
scaling.
It is important to note that while a highly parallel architecture

sees improved power efficiency by operating at lower voltage,

Fig. 6. Key receiver circuitry simulated performance versus supply voltage:
(a) ring oscillator phase variation, (b) quantizer delay.

Fig. 7. Receiver power consumption versus de-multiplexing factor.

several limitations prevents carrying out this methodology in-
definitely. The first limitation is that lower overdrive and head-
room reduce the performance of analog components in the crit-
ical high-speed path. In the case of the CTLE, larger current
is needed to maintain its bandwidth at a lower supply voltage,
contradicting the effort to reduce power consumption. In turn,
larger current and lower headroom also limit the size of the load
resistor, making it difficult to achieve the required gain. The
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Fig. 8. The implemented single-data-channel low-power forwarded-clock transceiver block diagram.

second limitation is that the use of more quantizers in parallel
increases the loading of CTLE, thus decreasing the bandwidth.
This loading includes the input capacitance of the quantizer it-
self, as well as the wiring parasitic, which becomes more signifi-
cant as longer wires are needed for higher parallelism. The third
limitation is that the variation of certain blocks is more sensi-
tive to supply voltage than others. For example, Fig. 6(a) shows
the simulated phase mismatch from 100 Monte-Carlo runs of
an 8-phase ring oscillator across different supply voltages. Here
the phase mismatch is normalized to the UI value corresponding
to the frequency achievable at a given supply voltage. It can be
observed that grows faster as it approaches the near-threshold
region. In a receiver, large phase mismatch makes it difficult
to align every clock edges for all the parallel quantizers to the
proper position in the data eye simultaneously. As a result, the
combined BER becomes worse as phase mismatch increases.
While individual skew adjustment could be added to each clock
phase, this comes at the expense of additional mismatch detec-
tion and correction circuitry.
To evaluate the effectiveness of different de-multiplexing

ratio and supply voltage combinations in the presence of these
limitations, three receivers with different de-multiplexing ratios
and supply voltages are simulated. The de-multiplexing ratios
are chosen according to the different quantizer delays shown
in Fig. 6(b) to meet the same 8 Gb/s throughput target, with
constant CTLE output bandwidth maintained for all three de-
signs. Fig. 7 summarizes the power consumption obtained from
schematic simulations. Although the power consumption of
quantizers and oscillator generally scales down with increased
de-multiplexing factor and reduced supply voltage, the CTLE
consumes the most power at 0.5 V for the reasons discussed
above. This increase in CTLE power consumption nearly
cancels all the power savings from scaling from 0.6 V
to 0.5 V. Moreover, comparator offset increases significantly
at extremely low voltages [17], necessitating excessive offset
cancellation circuitry range. Considering the limited total
power savings, corresponding CTLE bandwidth degradation,
and the increased susceptibility to variation, reducing supply
voltage beyond 0.6 V exhibits diminishing returns.

C. Transceiver Architecture

Fig. 8 shows the block diagram of the entire implemented
transceiver. In order to optimize power efficiency, the trans-
ceiver is implemented with a 4:1 output multiplexing transmitter
and an 8:1 de-multiplexing receiver. Except for the transmitter
output stage, which is powered by a fixed 0.65 V regulator,
all circuitry utilizes a supply which is scaled to the minimum
voltage that satisfies the target BER specification for a given
data rate.

III. TRANSMITTER

Fig. 9 shows the I/O transmitter block diagram configured for
8 Gb/s operation. Eight bits of parallel input data are serialized
in two stages, an initial 8:4 multiplexer and a final 4:1 output
multiplexing voltage-mode driver. The clocks which synchro-
nize the serialization are generated by passing a differential
quarter-rate clock through a poly-phase filter to generate four
quadrature-spaced phases. Two of these phases are divided by
two to perform the initial 8:4 multiplexer operation, generating
4 parallel input data streams for the output multiplexing driver.
A 4:1 output multiplexing voltage-mode driver is utilized in
order to allow low- operation of the serialization stages.

A. Local Multi-Phase Clock Generation

A passive poly-phase filter is utilized to generate the four
quadrature clock phases from a globally distributed low-swing
quarter-rate clock. In order to enable operation over a wide
range of data rates, a two-stage design with staggered time con-
stants is implemented [18], [19]. As shown in Fig. 10, this two-
stage design provides quadrature outputs over a range of 1 to
2 GHz with a phase error less than 6 , which is far superior to
a single-stage design. In addition, this passive quadrature clock
generation structure is well suited for scalable-supply designs,
as the clock phase spacing is decoupled from the supply voltage.
The quadrature poly-phase filter outputs are converted to

CMOS levels by a CML-to-CMOS converter, as shown in
Fig. 11. AC-coupling from the poly-phase filter outputs directly
to the input inverter with resistive feedback improves the
level converter duty cycle performance [20]. A combination
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Fig. 9. 4:1 output multiplexing transmitter block diagram.

Fig. 10. Passive poly-phase filter I and Q phase spacing versus frequency.

of programmable p-n ratio inverter buffers and two stages of
capacitive DACs compensate for both errors in duty cycle
and quadrature phase spacing. As shown in Fig. 9, the final
pulse-clocks for the output-multiplexing driver are produced
by passing the CMOS level quadrature clocks through a trans-
mission-gate AND logic block.

B. Level-Shifting Pre-Driver

One of the challenges associated with scalable-supply de-
signs with voltage-mode output drivers involves maintaining

proper channel termination at low-supply voltages without dra-
matic increases in the output stage transistors. In order to alle-
viate this problem, a level-shifting pre-driver block (Fig. 12) is
utilized to drive the final switch transistors of the voltage-mode
output stage with a full DVDD swing above the nominal nMOS
threshold voltage, . This level shifting stage, consisting of a
feed-forward capacitor that biases the output switches near
when off and pulses up to when on, allows for
a full-DVDD gate overdrive on the output switch transistors,
as shown in the simulation results of Fig. 13. This minimizes
the size of the output switch transistors required to match the
channel impedance, allowing for low supply operation and re-
duced dynamic power consumption.

C. Output Driver

The low-swing voltage-mode driver is comprised of nMOS
transistors, with four parallel switch segments implementing
the 4:1 output multiplexing. Driver output impedance is formed
by the series combination of the switch transistors driven by
the level-shifting pre-drivers and the impedance control transis-
tors shared by the four output segments. A global impedance
control loop produces VZUP and VZDN voltages to indepen-
dently set the pull-up and pull-down impedance, respectively.
A voltage regulator sets the power supply of the voltage-mode
driver to a value , which due to impedance control is equal
to the peak-to-peak differential output swing, allowing for an
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Fig. 11. CML-to-CMOS converter with duty-cycle and phase spacing compensation.

Fig. 12. Level-shifting pre-driver.

Fig. 13. Level-shifting pre-driver simulated operation: (a) input pulse-clock and data signals, (b) output data pulse before and after level shifting.

adjustable output swing from 100–200 . The driver’s low
common-mode output voltage allows for the regulator to have
a source-follower output stage, which offers improved supply-
noise rejection relative to common-source output stages.

Utilizing a low supply voltage to power the output stage regu-
lator dramatically improves the transmitter power efficiency. In
amulti-channel I/O system, this common regulator supply could
be generated by a global I/O regulator with high efficiency, such
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Fig. 14. Low-voltage regulator utilizing a pseudo-differential error amplifier
with partial negative-resistance load.

as a switching regulator topology, where the per-channel voltage
regulators would allow for improved isolation and output swing
optimization. For the per-channel voltage regulator, it is impor-
tant to achieve a high gain-bandwidth within the error amplifier
to minimize the output swing error and provide noise rejection.
However, this can be difficult to achieve as the voltage head-
room is reduced in low-voltage operation.
In order to achieve a high gain-bandwidth error amplifier at

a low 0.65 V supply voltage, a pseudo-differential topology
with negative resistance gain boosting is utilized in this de-
sign, rather than a conventional simple OTA stage [21] in
Fig. 14. Low voltage operation is enabled by the transmit
output impedance control, which allows for a tight range of

values for a given output swing, and eliminating the
typical tail current source while still maintaining a simulated
22 dB power-supply rejection ratio. A programmable negative
resistance load increases the DC gain of the error amplifier to

(1)

Fig. 15 shows that this negative resistive load boosts the low fre-
quency error amplifier gain by approximately 12 dB, while still
maintaining adequate stability. The low frequency error ampli-
fier gain can be further increased to near 30 dB by increasing the
negative resistance strength; however stability is compromised,
as shown in the supply step response simulations. In order to
guarantee regulator stability over process variations, a three-bit
digital control is utilized to tune the negative impedance value.

D. Global Impedance Controller

Fig. 16 shows the global output driver impedance con-
troller that produces the output voltages, VZUP and VZDN,
which controls multiple output drivers’ pull-up and pull-down
impedance, respectively, allowing for impedance control loop
power amortization among the number of transmitter channels

[21]. A replica transmitter stage with a precision off-chip 100
resistor is placed in two feedback loops, one which sets

the top-most transistor gate voltage, VZUP, to force a value
of (3/4)*VREF at the replica transmitter positive output, and
the other which sets the bottom-most transistor gate voltage,
VZDN, to force a value of (1/4)*VREF at the replica trans-
mitter negative output. While other voltage-mode impedance
control schemes primarily utilize the pre-driver supply voltage
[4], [10], utilizing dedicated transistors for impedance control
allows the pre-drive swing value to be decoupled from the
impedance control, providing a degree of freedom to allow
for potential pre-drive voltage scaling for improved power
efficiency [21]. A replica bias circuit consisting of a diode-con-
nected nMOS whose source is connected to the scalable
DVDD biases the replica switch transistors to a voltage level,

, consistent with the level shifting
pre-driver output. The driver output resistance is partitioned
with nominally 30 switch transistors and 20 impedance
control transistors in order to reduce the switch transistor size
and obtain lower dynamic power consumption.

IV. RECEIVER

The receiver consists of an input CTLE that drives eight par-
allel data quantizers [17] and provides up to 8 dB of peaking
to support low-loss channels. While a multi-stage CTLE could
potentially provide higher gain and peaking, it would lower
bandwidth due to additional poles in the signal path. The quan-
tizers are each clocked from eight phases generated by an ILRO
locked to an eighth-rate forwarded clock from the transmitter
chip.
Injection locking has been demonstrated as an energy-ef-

ficient scheme for both clock generation and de-skewing due
to its reduced complexity relative to other approaches such
as PLL- or DLL-based timing recovery [2], [22]. In addition,
when ILRO-based de-skew is combined with aggressive supply
voltage scaling, excellent receiver energy-efficiency of 0.2
pJ/b at 8 Gb/s has been demonstrated in a previous work [17].
Fig. 17 shows the ILRO used in this design, which consists

of a 4-stage differential current-starved ring oscillator. The
oscillation frequency is controlled by a tail current source
that is split into two parts, one controlled by an external fre-
quency-locked loop to nominally oscillate at the forwarded
eighth-rate frequency, and the other portion controlled by
a 6-bit binary code for de-skew. In order to enable ILRO
operation over a wide frequency range, the relative strength
between the frequency-tuning current source and de-skewing
current sources is adjustable, effectively decoupling the fre-
quency tuning range from the de-skew step resolution. The
frequency locking process, which is performed at start-up or
during periodic link re-training, insures that the ring oscillator
free-running frequency is at the desired forwarded eighth-rate
clock frequency. This also ensures that the ring oscillator oper-
ates near the center of the locking range before injection, and
has enough tuning range to provide either positive or negative
skew.
The forwarded differential clock is first buffered and con-

verted to full scale before being distributed to the ILRO. In
order to support different data rates and channel conditions,



1284 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 48, NO. 5, MAY 2013

Fig. 15. Low-voltage regulator simulated performance with various negative resistance settings: (a) error amplifier gain versus frequency, (b) supply step response
from 0 to 0.65 V with .

Fig. 16. Global output driver impedance controller.

Fig. 17. ILRO schematic.

4-bit amplitude control is included in the clock input buffer. The
buffered clocks are then injected into two complementary oscil-
lator stages through coupling capacitors, with dummy capaci-
tors placed at the other stages to equalize the load capacitances.
Fixed injection strength is used for this design in order to min-
imize excessive phase spacing errors. As shown in the simu-

Fig. 18. Simulated impact of clock injection approach on phase spacing uni-
formity.

Fig. 19. I/O transceiver chip micrograph.

lation results of Fig. 18, this fixed-strength AC-coupled injec-
tion approach results in a more uniform phase spacing compared
to DC-coupled injection schemes that use V/I converters, such
as the technique incorporated in [2], while exhibiting a similar
locking range. Similar to the transmitter multi-phase clocking
paths, capacitive DACs in the clock buffer stages following the
ILO compensate for phase spacing errors.

V. EXPERIMENTAL RESULTS

The transceiver was fabricated in a 65 nm CMOS general
purpose process. As shown in the die micrograph of Fig. 19,
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Fig. 20. 4.8 Gb/s, 6.4 Gb/s, and 8 Gb/s transmitter output eye diagrams.

Fig. 21. 4:1 output-multiplexing transmitter phase spacing maximum DNL
versus supply voltage.

Fig. 22. Transmitter output impedance versus VREF.

the total active area for the transmitter is , the
global impedance controller is , and the receiver
is , for a total transceiver area of 0.057
and a bandwidth density of 0.007 . Conservatively
considering a minimum of 4 wire-bond pads at a 100 pitch
for the differential TX and RX data signals, the design has a
circuit/pad area ratio of 2.9, and could be considered active-
area limited. While if the design was implemented with coarser-
pitch C4 bumps [1], the circuit/bump area ratio falls to 0.46
for 4 C4 bumps, and could be considered bump-limited. Given
the slower pitch scaling of both bondpads and C4 bumps, this

Fig. 23. Receiver de-skew range.

Fig. 24. Frequency response of 3.5 FR4 trace and interconnect cables.

architecture is projected to be both pad and bump limited in a
22 nm CMOS node.
A chip-on-board test setup is utilized, with the die directly

wirebonded to the FR4 board. In order to demonstrate the trans-
mitter functionality, the eye diagrams of Fig. 20 are produced
with a short 1.5 channel. In order to demonstrate transmitter
operation, both the transmitter scalable power supply and output
swing are optimized at a given data rate to achieve a minimum
40 eye height and 0.6UI eye width at the channel output,
with 0.65 V and a 150 DC output swing at 6.4 Gb/s.
Fig. 21 shows the results of the 4:1 output-multiplexing trans-
mitter for its phase-spacing mismatch versus the scalable power
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Fig. 25. (a) Transceiver BER performance with optimal TX/RX supply voltages and CTLE settings, (b) transceiver BER with minimum CTLE peaking settings.

supply. Phase spacing mismatches increase with higher data
rate, resulting in a minimum supply voltage for an acceptable
phase DNL at a given data rate. Duty-cycle control circuitry
and tunable-delay quadrature clock buffers allow for calibration
that improves phase DNL. For example, calibration at 6.4 Gb/s
and 0.65 V improves from the max phase DNL from 28% UI
to 15% UI, with further improvement limited by an oversight
in the chip layout that resulted in asymmetrical clock routing.
Fig. 22 shows the effectiveness of the impedance loop, where
both and are between 48 to 59 as the output swing,

, varies from 100–200 . While tighter impedance
control is not essential [15], this could be achieved by sizing
the output drivers’ impedance control transistors to achieve a
wider tuning range, at the cost of larger switch transistors and
increased dynamic power.
Fig. 23 shows the measured de-skew range of the receiver

ILRO versus data rate. When normalized to the clock period,
the achievable de-skew range is more than 120 across the entire
operating range. Since in the 1:8 de-multiplexing receiver 1UI
is 45 , this translates into a de-skew range that exceeds 2UI.
Transceiver performance is verified with BER measurements

of PRBS data over the channel shown in Fig. 24, which
consists of a 1.5 inch FR4 TX-side trace, a 0.5 m SMA cable,
and a 2 inch FR4 RX-side trace, and displays 8.4 dB loss at
4 GHz. BER results with optimized TX/RX supply voltages,
TX output swing, and CTLE settings are shown in Fig. 25(a),
and CTLE performance impact is shown in Fig. 25(b). A fixed
130 fF capacitor and a programmable 100–650 resistor makes
up the CTLE degeneration network. At 4.8 Gb/s, a 16% UI
timing margin is achieved with a 100 TX swing and
the minimum 100 CTLE degeneration resistor setting. While
the CTLE could perhaps be eliminated at 4.8 Gb/s, operation at
6.4 Gb/s requires 350 degeneration and 8 Gb/s requires the
maximum 650 setting. Due to the channel loss and increased
sensitivity to phase mismatches, the required transmit swing is
increased to 150 and 200 at 6.4 Gb/s and 8 Gb/s,
respectively.

Fig. 26. Transceiver energy efficiency versus data rate.

TABLE I
TRANSCEIVER POWER BREAKDOWN AT 6.4 Gb/s

Fig. 26 shows transceiver energy efficiency measurement re-
sults at various data rates and supply voltages. The transmitter
and receiver supply is equal at 0.6 V and 0.65 V for 4.8 Gb/s and
6.4 Gb/s, respectively. However in order to achieve 8 Gb/s op-
eration, the transmitter requires a slightly higher 0.8 V supply to
maintain sufficient margin in the 4:1 output multiplexing phase
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TABLE II
LOW-POWER I/O TRANSCEIVER COMPARISONS

spacing, which has a greater impact on the output transmitter eye
at high data rates due to the low-pass filtering of the high-speed
off-chip data. While the receiver CTLE and quantizers would
work fine at this 0.8 V supply at 8 Gb/s, unfortunately this
voltage is somewhat high for the ILRO and pushes the injection
lock range above 1 GHz. Thus, 0.75 V is required at the receiver
to allow the ILRO to operate at the 1 GHz frequency required
for 8 Gb/s operation. In the event the I/O system demands that
the transmitter and receiver operate with equal supply voltages,
this could be achieved by adding switchable capacitor loads to
the ILRO. While the transceiver operates at the lowest voltage
at 4.8 Gb/s, optimal energy efficiency is achieved at 6.4 Gb/s
due to the amortization of the static power consumed in the final
output line driver.
Table I shows the measured transceiver power breakdown at

6.4 Gb/s. The total transceiver energy-efficiency is 0.47 pJ/b,
with 0.3 pJ/b and 0.17 pJ/b efficiency achieved in the transmitter
and receiver, respectively. Table II compares this design with re-
cent energy-efficient serial links that either employ source-syn-
chronous clocking [1] or utilize a voltage-mode driver [4]. On
the transmitter side, compared to the current-mode output driver
in [1] and conventional 2:1 input multiplexing voltage-mode
output driver in [4], the 4:1 output multiplexing voltage-mode
driver in this design improves energy efficiency by more than
50%. On the receiver side, supply scaling and the use of ILRO
have also resulted in significant power efficiency improvements
over similar designs with linear equalization to compensate for
moderate-loss channels.

VI. SCALING TO HIGHER PER-PIN DATA RATES

As future systems will demand per-pin data rates in excess
of 10 Gb/s in the near future, it is interesting to consider how
this architecture can support this under various scenarios. The
first scenario considered is with a fixed channel-loss ( 10 dB)

at the Nyquist frequency and scaling the technology node with
increased data rate. This allows the architecture to remain some-
what unchanged, except for adjusting the transmit poly-phase
filter passives to support the higher clock frequencies. Thus,
the data rate which can be supported at a given energy effi-
ciency scales with the improvement in technology speed, with
24 Gb/s at 0.7 pJ/bit projected in a 22 nm CMOS node. In an-
other scenario where the channel bandwidth does not scale with
data rate, the architecture would need to be modified to include
extra equalization. At the transmit side this can be accomplished
in an efficient manner by modifying the existing voltage-mode
driver to a hybrid driver which includes parallel current-mode
equalization with very low pre-drive complexity [21]. Including
a multi-stage CTLE topology [23] at the receiver would also
allow support of higher-loss channels with relatively low over-
head. The inclusion of these two efficient equalization blocks
would allow operation with an additional 10–15 dB loss.

VII. CONCLUSION

This paper presented an energy-efficient transceiver architec-
ture that operates at low supply voltages. In order to reduce the
transmitter dynamic power consumption, a passive poly-phase
filter is utilized to produce the multi-phase clocks that switch
a 4:1 output-multiplexing voltage-mode driver. A low power-
supply linear regulator with negative-resistance gain-boosting
allows further improvement in transmitter energy efficiency. In
the forwarded-clock receiver, the use of injection-locked oscil-
lator de-skew and a high 1:8 de-multiplexing ratio receiver ar-
chitecture allows operation at low supply voltages. Overall, this
I/O architecture provides scalable voltage and data rate opera-
tion at energy-efficiency levels demanded by future systems.
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