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Abstract—This paper describes both a near term and a long
term optical interconnect solution, the first based on a packaging
architecture and the second based on a monolithic photonic
CMOS architecture. The packaging-based optical I/O architec-
ture implemented with 90 nm CMOS transceiver circuits, 1 12
VCSEL/detector arrays and polymer waveguides achieves 10
Gb/s/channel at 11 pJ/b. A simple TX pre-emphasis technique
enables a potential 18 Gb/s at 9.6 pJ/b link efficiency. Analysis
predicts this architecture to reach less than 1 pJ/b at the 16 nm
CMOS technology node. A photonic CMOS process enables higher
bandwidth and lower energy-per-bit for chip-to-chip optical I/O
through integration of electro-optical polymer based modulators,
silicon nitride waveguides and polycrystalline germanium (Ge)
detectors into a CMOS logic process. Experimental results for
the photonic CMOS ring resonator modulators and Ge detectors
demonstrate performance above 20 Gb/s and analysis predicts
that photonic CMOS will eventually enable energy efficiency
better than 0.3 pJ/b with 16 nm CMOS. Optical interconnect
technologies such as these using multi-lane communication or
wavelength division multiplexing have the potential to achieve
TB/s interconnect and enable platforms suitable for the tera-scale
computing era.

Index Terms—Computers, interconnect, optical, chip-to-chip,
I/O, photonic CMOS, bandwidth, energy efficiency, modulator,
photodetector, VCSEL.

I. INTRODUCTION

T HE microprocessor architecture transition from
multi-core to many-core will drive increased chip-to-chip

I/O bandwidth demands at processor/memory interfaces and
in multi-processor systems. Near-term projections estimate the
CPU-to-memory bandwidth to be 100 GB/s in 2012–2013 [1].
Future architectures will require bandwidths from 200 GB/s to
1.0 TB/s and begin the era of tera-scale computing.

To meet these bandwidth demands, traditional electrical in-
terconnect techniques require increased circuit complexity and
costlier materials. However, without low-loss electrical inter-
connects, increasing I/O bandwidth in electrical links eventually
comes at the cost of reducing interconnect link length, reducing
signal integrity, or increasing power consumption. Optical in-
terconnects with the potential for terahertz bandwidth, low loss,
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and low crosstalk have been proposed to replace electrical inter-
connects between chips [2].

Chip-to-chip optical interconnects have negligible frequency-
dependent loss and, unlike electrical interconnects, require little
or no equalization. This motivates I/O architects to consider op-
tical I/O as a means of scaling data rates in a power efficient
manner. This paper presents analysis demonstrating the need
for optical interconnect, describes experimental results for both
near-term and longer-term optical link technologies, and pre-
dicts how the relative power and performance of optical and
electrical links will scale with technology and data rate.

The near-term and long-term chip-to-chip optical intercon-
nect architectures and techniques described in the paper have
potential data rates suitable for tera-scale computing applica-
tions. To motivate the need for optical interconnects, Section II
discusses the design challenges of increasing electrical inter-
connect data rate with an analysis of circuit complexity and
power efficiency versus data rate in both a current 45 nm and
a predictive 16 nm CMOS technology. Section III outlines
a near-term optical interconnect architecture which uses a
microprocessor organic land grid array (OLGA) package MCM
technology that combines GaAs optical sources, detectors
and waveguides with a CMOS chip to enable a hybrid optical
chip-to-chip I/O. Section IV describes an architecture and
process technology to integrate the photonic elements mono-
lithically with the CMOS drivers and receivers. The reduced
parasitic capacitance achieved through monolithic integration
will enable improved speed and I/O power efficiency. Section V
presents projections for the power efficiency and data rate of the
hybrid and integrated optical transceivers, and compares this
with electrical alternatives. Section VI concludes the paper and
proposes a future optical interconnect for on-chip networks that
maximizes the link performance by using wavelength division
multiplexing (WDM) to multiplex multiple wavelengths of
modulated data onto a single fiber or waveguide.

II. ELECTRICAL LINK ISSUES

Fig. 1 shows the components of a typical high-speed elec-
trical link, including the transmitter, receiver, timing system,
and channel. A phase-locked loop (PLL) frequency synthesizer
generates the transmit serialization clocks and the receiver
timing system provides the sampling clocks. The receiver
timing system is less complex for a periodically-trained, for-
warded-clock architecture [3], [4] and more complex for a
continuously-tracking, embedded-clock architecture [5]. The
design complexity of the transmitter and receiver increases to
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Fig. 1. High-speed electrical link block diagram.

include equalization circuitry as data rates scale past electrical
channel bandwidths.

Electrical channel frequency characteristics are dependent
on channel length and channel quality. Fig. 2 shows the channel
response for three typical electrical channels, a 17 inch server
backplane channel with two connectors, a 7 inch desktop
channel with no connectors, and an 8 inch high-performance
cable channel. The low-pass, frequency-dependent loss is expo-
nential with channel length, as illustrated by the loss difference
between a 17 inch backplane channel and a 7 inch desktop
channel. Attenuation and dispersion in these low-pass channels
introduces intersymbol interference (ISI) in high-speed data
patterns. Equalization can cancel ISI and open the received data
eye, but requires additional circuit complexity which increases
I/O power and area. Equalization is typically implemented with
a progressive combination of transmitter (TX) FIR filtering
(sometimes called feed-forward equalization (FFE)) [6], [7],
continuous-time linear equalizers (CTLE) [4], and receiver
(RX) decision-feedback equalization (DFE) [8]–[10]. Results
from a statistical BER simulator [6], shown in Fig. 3, illustrate
the increased circuit complexity required for conventional
non-return-to-zero signaling at higher data rates and/or over
channels with higher loss. Over the illustrated channels, equal-
ization options include one to four tap TX FIR (TX1–TX4),
CTLE, and one to eight tap RX DFE (DFE1–DFE8). The
refined 17 inch backplane channel requires equalization to
achieve greater than 6 Gb/s and, even with significant equal-
ization complexity, fails to achieve greater than 20 Gb/s due to
the high channel loss. However, the 8 inch high-performance
cable channel can achieve 20 Gb/s without equalization and
potentially higher than 50 Gb/s with substantial equalization.

Even when equalization can theoretically compensate
channel loss, circuit technology can limit the maximum speed
at which the equalization systems operate in an energy efficient
manner. Fig. 4(a) shows simulation-based power efficiency
estimates of transmit and receive front-end circuits, excluding
the timing systems, in a 45 nm CMOS technology. Since a
constant 1 transmit signal is assumed, the power efficiency
initially improves as the data rate increases. This trend reverses
and power efficiency begins to decline with data rate as increas-
ingly-complex equalization becomes necessary. While transmit
equalization can be implemented with little additional energy,
a CTLE with sufficient gain-bandwidth requires significant

Fig. 2. Electrical channels frequency response.

Fig. 3. Equalization complexity required versus maximum data rate ���� �
�� � for three electrical channels.

power, so the energy efficiency degrades rapidly once a CTLE
becomes necessary. Ultimately, the maximum data rates in
all three systems are limited by circuit speed, as the 45 nm
technology cannot support efficient DFEs in the 20 Gb/s range
due to their critical timing path [8], [10].
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Fig. 4. Circuit simulation-based power efficiency estimates of transmit and re-
ceive front-end circuits versus data rate. (a) 45 nm CMOS technology. (b) Pre-
dictively modeled 16 nm CMOS technology.

Estimates based on a predictive 16 nm technology node,
shown in Fig. 4(b), reveal that faster transistors remove the
CMOS technology limitations and allow efficient implementa-
tion of all equalization circuitry necessary to operate the two
conventional electrical channels at their fundamental limits.
Channel loss, transmit peak power constraints, receiver sen-
sitivity, and jitter eventually limit the maximum data rate at
which the desired 10 BER can be achieved in backplane
and desktop channels, despite significant equalization. The
high-performance cable channel is still technology-limited
because it does not require DFE until the data rate exceeds
40 Gb/s, at which point a DFE cannot be implemented effi-
ciently in the projected 16 nm node.

III. OPTICAL I/O IMPLEMENTATION USING A

HYBRID MCM PACKAGE

In the near term, a 12-channel optical transceiver architec-
ture is proposed which allows integration of low-cost, high-
performance optical components with existing microprocessor

Fig. 5. Transceiver chip die photo [19].

package technology. This hybrid architecture integrates CMOS
and discrete optical components in a multi-chip module (MCM)
package. In this design, a 90 nm CMOS multi-channel optical
transceiver chip, an 850 nm 10 Gb/s GaAs vertical-cavity sur-
face-emitting laser (VCSEL) 1 12 linear array and a PIN pho-
todiode 1 12 linear array are flip-chip mounted on a standard
microprocessor OLGA package substrate. The CMOS drivers
and receivers on the transceiver chip are electrically coupled
to the VCSELs and photodiodes with very short transmission
lines routed on the top surface of the package. The VCSEL
and photodiode arrays are optically coupled to on-package in-
tegrated polymer waveguide arrays with metalized 45 mirrors.
The waveguides couple the optical signals from the VCSELs
and photodetectors to standard multi-terminal (MT) fiber optic
connectors, which connect to 1 12 waveguide or fiber arrays
to couple the light off-chip.

A. The Transceiver Chip Architecture

The transceiver chip shown in Fig. 5 was fabricated in a 90
nm digital CMOS process with seven metal layers on high-resis-
tivity substrate [11]. The chip is 5 mm 10 mm and has sixteen
individual 10 Gb/s transceiver channels arranged in two 1 8
ports [12]. While standard optical connectors support 1 12
ports, die size considerations limited this design to 1 8, but
1 12 would be possible in a 45 nm CMOS technology. Each
channel (Fig. 6) contains a VCSEL driver, a transimpedance
amplifier (TIA) and limiting amplifier (LA), clock and data re-
covery (CDR) with a phase-frequency detector (PFD) for fre-
quency acquisition and a bang-bang phase detector for phase
acquisition for the receiver, and a pseudorandom bit-pattern se-
quence (PRBS) generator and BER tester (BERT) for self test.
While all channels contain complete transmit and receive cir-
cuits, each one is programmed with the scan chain to be either
a transmitter or receiver. A few receiver channels are imple-
mented without a CDR in order to enable characterization of
the TIA and LA path without re-timing. In contrast to other re-
cent work, all high-speed circuits and logic functions are im-
plemented with current-mode logic (CML) without inductive
peaking which saves die area [13], [14]. The center of the chip
contains circuitry for the test interface, reference clock distri-
bution, and a bandgap reference. Three separate power supplies
were used for the core logic (1.2 V), the LC-VCO (1.4 V), and
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Fig. 6. Block diagram of the Tx/Rx channel architecture.

TABLE I
POWER EFFICIENCY BREAKDOWN OF THE ELEMENTS IN OPTICAL I/O

the TIA and VCSEL driver (1.8 V). An off-chip supply (3.0 V)
is used to bias the anode of the VCSEL. Table I summarizes the
power breakdown for each of the elements of the hybrid MCM
package optical I/O.

B. VCSEL Driver

The VCSELs in this technology development vehicle are
rated for 10 Gb/s. Beyond 10 Gb/s they are bandwidth-limited
with a slow transient tail due to intrinsic and extrinsic parasitic
effects such as carrier diffusion [15] and device capacitance
of 700 fF. Pre-emphasis can compensate for these effects and
increase the achievable data rate. The VCSEL driver [16],
shown in Fig. 7(a), directly generates dual-edge pre-emphasis
with sub-bit-period pre-emphasis waveform timing precision.
The pre-emphasized current waveform is generated, as shown
in Fig. 7(b), by summing the main modulation current with
a delayed and weighted peaking current in order to produce
pre-emphasis pulses at each data transition. The VCSEL
supply voltage (3.0 V) is independent from the transceiver

core or driver supply to allow testing flexibility. Two 5-bit dig-
ital-to-analog converters (DACs) provide independent digital
control of the output currents for the main and pre-emphasis
drivers. Typical average currents provided to the VCSELs range
from 6 mA to 10 mA which corresponds to an average optical
power of 1.5 mW to 2 mW. The VCSEL driver is output termi-
nated and connected to the VCSEL through a 50 microstrip
transmission line routed on the top surface of the package.

C. Transimpedance Amplifier

The transimpedance amplifier has the differential symmetric-
feedback topology shown in Fig. 8. This differential topology
converts the single-ended input current to a differential output
voltage to help mitigate supply noise at subsequent gain stages
and provides a data rate in excess of 12.5 Gb/s when the input
parasitic capacitance is less than 250 fF. It has a feedback
resistance of 314 and open loop gain of 3.9. It receives a
single-ended photocurrent of 200 A from the photodiode and
generates a differential 2 50 output that is fed to the
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Fig. 7. (a) Schematic of the pre-emphasis VCSEL driver. (b) Pre-emphasis
generation circuit.

LA which converts it to a CML level output. The LA consists
of a cascade of CML buffers. A current DAC, not shown in the
figure, can be used to cancel the DC signal current at the TIA
input caused by the zero-state optical power level of the VCSEL.
In the packaged transceiver, the combined capacitance of the
photodiode, metal pad, C4 bump and ESD could be as high as
500 fF. This limited the maximum data rate that could be mea-
sured for the packaged receiver channel. The same TIA tested
electrically with wafer probing had an open electrical eye dia-
gram at 18 Gb/s for an input capacitance of 90 fF. This indicates
there is a strong dependence of bandwidth on the input parasitic
capacitance [16].

D. VCSEL Arrays, Photodetector Arrays, and Polymer
Waveguide

Oxide-confined, 850 nm, 10 Gb/s VCSEL arrays were used
in the transmitter. The VCSEL array is 3200 m 485 m
with a die thickness of 625 m and VCSEL aperture spacing
of 250 m. The metal pads are 85 m 85 m, and the pad
spacing is 125 m. The VCSEL and OLGA substrate are de-
signed with matched layout so they can be directly flip-chip
bonded. The VCSEL peak optical output power is more than
3 mW ( 5 dBm).

Fig. 8. Schematic of a symmetric transimpedance amplifier.

Fig. 9. A fully assembled optical transceiver unit [19].

Fig. 10. A side view of optical coupling scheme of VCSELs/photo-detectors
to waveguides through a 45 degree mirror.

A 10 Gb/s, 1 12 GaAs PIN detector array receives the op-
tical signal. The detector array is 450 m 3200 m with a pad
size of 75 m and pad pitch of 125 m. The detector has a di-
ameter of 75 m, a capacitance of 330 fF, a 3 dB bandwidth of
8 GHz and a responsivity of 0.6 A/W.

Figs. 9 and 10 show the fully assembled optical transceiver
package and a side view of the electrical and optical path be-
tween optoelectronics chips and waveguides. The 12-channel
polymer waveguide is multi-mode and is 10 mm long and 3 mm
wide. It is free-standing and consists of a 45 mirror on one
end and a standard MT optical connector on the other. The 45
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TABLE II
HYBRID OPTICAL I/O LINK BUDGET

mirror turns the light 90 and the MT connector couples the
input/output optical signals on/off the package. The 45 mirror
cut is formed either by microtome or laser ablation and its re-
verse side is metalized. The waveguides have square apertures
with a total height of 100 m, core dimension of 35 m 35 m
and pitch of 250 m. The waveguides were fabricated from
acrylate using photo-bleach processing [17].

E. Package Architecture

The package architecture allows the integration of low-cost,
high-performance optical components with standard micropro-
cessor C4 package technology [18]. The package substrate is
31 mm 31 mm with a stack of laminated copper layers sepa-
rated by a dielectric. A trench was fabricated in the substrate to
accommodate the polymer waveguide. All the high-speed elec-
trical lines on the substrate are routed as controlled impedance
(50 , single-ended or 90 , differential) microstrip traces. The
single-ended microstrip lines are routed on the top surface of
the substrate and connect the VCSEL driver and TIA bumps to
the VCSEL and photodiode bumps on the package. The optical
components are flip-chip bonded with their apertures face down
and polymer waveguides couple from below. The total optical
loss budget for the end-to-end link includes VCSEL and photo-
diode coupling loss through the 45 mirrors at either end of the
optical link, propagation loss through the waveguide, MT con-
nector loss and Fresnel losses at the interfaces in the connectors.
The total optical loss budget calculated for the complete link is
10 dB [1], [19]. Potential improvements to the hybrid package
architecture are in development to reduce the optical loss to the
6.8 dB budget described in Table II.

F. Experimental Results

Fig. 11 shows the 10 Gb/s optical measurement results for
a channel including a transmitter and a receiver, but no CDR.
For the transmitter measurement in Fig. 11(a), external differ-
ential electrical PRBS data was sourced into the chip to drive
the CMOS pre-emphasis VCSEL driver and the VCSELs were
biased with an average current of 7 mA. The measured trans-
mitter optical eye opening was 70 ps. Fig. 11(b) shows the re-
ceiver electrical eye for optical 10 Gb/s input data. The electrical
received signal eye opening was 60 ps with a peak-to-peak jitter
of 30 ps. The measurement method is described in [19].

Fig. 12 shows the 20 Gb/s electrical and 18 Gb/s optical
output eye diagrams of the transmitter with a PRBS data

Fig. 11. Optical eye diagrams for 10 Gb/s tested with fully packaged (a) trans-
mitter optical output and (b) receiver optical input.

pattern. The electrical transmit data of Fig. 12(a) was measured
by directly probing one of the package contact output pads of
the pre-emphasis driver, where a VCSEL array would normally
be flip-chip bonded, with a high-speed ground-signal-ground
(GSG) coplanar probe. Despite some ISI, a 20 Gb/s electrical
eye is observed with an eye opening of 175 mV and 36 ps with
peak-to-peak jitter of 16 ps. The optical output data shown in
Fig. 12(b) was measured by feeding an 18 Gb/s electrical signal
similar to Fig. 12(a) directly to the VCSEL using high-speed
coplanar probes and measuring the optical output with a
12 GHz Newfocus photoreceiver through a multimode fiber.
Since the signal path now includes combined parasitics from
the package and the VCSEL, the driver bias and pre-emphasis
currents were readjusted to optimize the 18 Gb/s optical eye.
The VCSEL was biased with a 9 mA average drive current
and a 2.8 V external bias voltage to provide an average optical
power of 2 mW measured at the 12 GHz photoreceiver. The
18 Gb/s optical eye was observed with a vertical and horizontal
eye opening of 70 mV and 30 ps, which represents 60% of the
total eye. TIA expanded testing used a binary capacitor array
integrated in the circuit at the TIA input to test the TIA over a
range of input capacitance. Different capacitor combinations
were selected by using a focused ion beam to cut the metal and
remove capacitance at the input node. As shown in Fig. 13, the
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Fig. 12. Transmitter eye diagrams: (a) 20 Gb/s electrical, (b) 18 Gb/s optical.

TIA operates at 12.5 Gb/s with 260 fF input capacitance and
18 Gb/s with 90 fF input capacitance.

IV. PHOTONIC CMOS OPTICAL I/O

A. Architecture

In the long term, monolithic integration of photonic elements
in the CMOS process can enable significant improvements in
I/O performance, energy efficiency and cost. The proposed
monolithic photonic CMOS process, illustrated in Fig. 14,
integrates modulators, waveguides, and detectors on top of
the metal interconnect layers in the far back end of a standard
CMOS process. Light from a continuous-wave (CW) source
is coupled onto the die and modulated using integrated wave-
guide-based modulators driven by on-chip circuits, such that
the electrical signals do not leave the die. The modulated light is
coupled off the die through a fiber or waveguide to a receiving
chip, where it is coupled through an integrated waveguide into
a compact photodetector. The photodetector output current is
converted to a full-swing electrical signal by a TIA and LA.

Monolithic integration of photonics onto the microprocessor
promises to reduce power and cost. Integration reduces the ca-
pacitive load on the driver and receiver circuits and leads to
higher bandwidth and lower power. Parasitic capacitance is re-
duced because integration of the circuits and optical devices

Fig. 13. (a) 12.5 Gb/s with 260 fF input capacitance and 200 �A input current.
(b) 18.0 Gb/s with 90 fF input capacitance and 200 �A input current.

on the same die removes the bump, package, and ESD capac-
itance from the signal path. The intrinsic device capacitance of
integrated optical components is smaller than the capacitance
of discrete alternatives. Static power consumption is reduced
because small integrated optical devices do not require termi-
nation, while certain larger discrete alternatives such as Mach-
Zender interferometers require 50 Ohm termination for high-
speed operation. Cost is reduced by decreasing the required
number of discrete optical components.

In a photonic CMOS process for integrated optical links, the
additional process steps required for photonics must not degrade
or interfere with the front-end CMOS transistor processing. Fur-
thermore, the process must allow fabrication of all required op-
tical components on the same die. The demonstrated photonic
process is based on a silicon nitride single-mode waveguide
with silicon dioxide cladding and provides waveguides, electro-
optic (EO) polymer ring resonator (RR) modulators [20]–[22],
and waveguide-embedded metal-semiconductor-metal (MSM)
detectors fabricated from poly crystalline germanium on the
CMOS process back-end silicon-dioxide dielectric.

B. Fabrication

The first process step in the photonic CMOS process is the
deposition of a thick 2 m layer of SiO on the 300 mm silicon
wafers. This layer isolates the optical signal from the substrate
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Fig. 14. Photonic optical interconnect architecture.

and simulates the interlayer dielectric (ILD) of the upper metal
layers upon which the optical layer would sit in the monolithic
photonic CMOS process. Next, a 450 nm layer of silicon nitride
is deposited by PECVD and patterned with photolithography
and plasma dry etch to form waveguides. This shared waveguide
layer is used to build all the waveguides, ring resonators, and
coupling waveguides for the active electro-optic devices. After
patterning the waveguides, silicon dioxide cladding is deposited
and three subsequent lithography steps define the detector re-
gions, the electrodes for all active devices, and the modulator re-
gions. The photodetector regions are filled with polycrystalline
germanium in a damascene process, the electrodes are formed in
a standard damascene process and the modulators are formed by
depositing EO polymer cladding over the ring resonators in the
modulator regions. The photonic devices in the CMOS process
require just four additional photolithography steps, which keeps
the cost low.

Fig. 15(a) illustrates a top view of the modulator, waveguide,
and detector comprising a complete optical link and Fig. 15(b)
shows a cross section SEM image of the same components. It
can be seen that a single patterned silicon nitride layer forms
all of the waveguides in the active and passive components.
Similarly, one metal layer forms all the electrodes for both the
modulator and the photodetector. In contrast to a monolithic in-
tegrated optical transceiver that was previously reported [23],
this work presents the first complete link in a back-end com-
patible process flow. Furthermore, this optical layer is compat-
ible with standard microprocessor CMOS as it is created on an
amorphous ILD and can therefore be fabricated in the back-end
metal interconnect section of the CMOS process. In order to stay
within the thermal budget for standard back-end processing, all
steps in the process flow must occur below 450 C. While
the poly-crystalline germanium for the detectors used in the
full optical link was deposited at higher temperatures, alter-
native deposition methods at temperatures lower than 450 C
have yielded successful results in discrete waveguide-coupled
photodetectors.

C. Experimental Results

Waveguide: The waveguide is the foundation for the pro-
posed photonic CMOS technology and is described in [20]. To

Fig. 15. (a) Schematic of top view of full on-die optical link showing wave-
guide bus connecting modulator to photo-detector. (b) Cross section SEM
image, along the dotted line in (a), showing optical components in one piece
of silicon.

form the waveguide, a 450 nm PECVD silicon nitride film is
deposited on a 2 m silicon dioxide under-cladding layer at
400 C. The waveguide is patterned using conventional 248 nm
lithography and plasma etching. Loss measurements at 1310 nm
using the cut-back method show that the silicon nitride wave-
guide loss is 1 dB/cm for waveguides with a width of 0.5 m.
This loss is sufficiently low for on-die applications where the
total waveguide length is on the order of 1 cm.

Modulator: The electro-optic cladding ring-resonator modu-
lator and the photodetector share the high index contrast wave-
guide fabrication process. The modulator design is based on
a high-performance ring resonator built with a silicon nitride
waveguide and ring. Copper damascene electrodes are fabri-
cated around the ring and the top cladding is removed and re-
placed with the EO polymer. This work uses a proprietary EO
polymer from a commercial supplier. The modulator design is
optimized for high Q so that a small resonance shift can result
in a large modulation depth. The EO polymer is poled before
wafer processing completion using an electric field of 100 V/cm
at 143 C. The electrodes have a 4.5 m gap centered on the
waveguide ring and the ring has a radius of 28 m. A SEM
image of the modulator is shown in the right hand portion of
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Fig. 16. Resonance spectra obtained with ��� V � � and 20 V ��� bias on the EO modulator.

Fig. 17. 20 Gb/s PRBS eye diagram of EO polymer modulator.

Fig. 15(b). Several devices were characterized. The resonance
spectrum of a typical modulator under V and V bias
is shown in Fig. 16. The resonance shift calculated with a linear
fit to the resonance frequencies measured at V and V
bias is 5 pm/V. The Q is 7000 and the resonance depth is 11
dB. The highest measured modulation depth for a 10 GHz clock
input at 6 V was 8 dB. A 20 Gb/s PRBS eye diagram for a typ-
ical device is shown in Fig. 17.

Photodetector: Unlike a PIN detector, the lateral metal-semi-
conductor-metal (MSM) detector requires only one lithography
step to form the contacts. An evanescently coupled waveguide,
shown in the left hand portion of Fig. 15(b), efficiently couples
the light into the absorbing active material of the photodectector.
The polycrystalline germanium in the detector was deposited
by CVD processing at 600 C and further work is in progress
to reduce the deposition temperature below 450 C. However,
fabrication of a photodiode from polycrystalline germanium de-
posited on ILD is already an important step toward compatibility
with a standard CMOS process.

Photodetectors with various electrode designs were fabri-
cated and characterized by measuring current-voltage char-
acteristics, DC responsivity, impulse response, and response

to PRBS data. Key results including a PRBS eye diagram at
20 Gb/s were reported in [24] and the following results are from
improved devices. The signal-to-noise ratio (SNR) at 20 Gb/s
was improved as shown in Fig. 18(a) and a reasonably open eye
at 40 Gb/s was demonstrated in Fig. 18(b).

Although the performance is not yet sufficient for a robust 40
Gb/s system, 40 Gb/s measurements are presented here to show
the present device capability because the PRBS generator did
not allow measurements at rates between 20 Gb/s and 40 Gb/s.
The photodiode metallization had an ohmic contact with the
polycrystalline germanium film, resulting in a high dark current
on the order of 1 mA. To improve the noise performance, an
experimental device was fabricated using bandgap engineering
to create a Schottky barrier at the metal/germanium contact in
order to reduce the dark current. While the increased Schottky
barrier also reduces the photo-current for a given bias voltage,
the dark current is reduced by 90% while the photocurrent is
reduced by only 50%. This improves the ratio of photo-cur-
rent to dark-current by 80%. Fig. 18(c) shows the 40 Gb/s eye
diagram for a photodetector design similar to Fig. 18(b) except
for the alternative metallization and dark current of 70 A.
Finally, in order to demonstrate that a back-end compatible ger-
manium deposition process can produce high-quality photode-
tectors at lower temperatures, photodetectors were fabricated
using sputter deposition of germanium at 350 C. The 40 Gb/s
eye diagram in Fig. 18(d), measured under the same condi-
tions as that in Fig. 18(b), confirms that these photodetectors
support similar speeds as those fabricated with 600 C CVD
germanium. These results demonstrate that with further atten-
tion to device design, bandgap engineering, and materials im-
provement, a back-end compatible photodetector suitable for
high-speed optical links is within reach.

Full Link (Modulator-Waveguide-Photodetector): To
demonstrate the monolithic integration of the modulator and
photodetector in the same process flow, a modulator and de-
tector were fabricated on the same die and connected with
an integrated waveguide. The modulator was driven with a
5 GHz electrical clock signal having an amplitude of 8
and the wavelength tuned to the maximum modulation depth.
The modulated signal was detected with a 2 V DC bias on the
photodetector. Fig. 19 shows the electrical signal received at
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Fig. 18. (a) 20 Gb/s PRBS eye diagram of photodetector with ohmic contacts. (b) Same detector’s response to 40 Gb/s PRBS. (c) 40 Gb/s eye diagram of PD with
alternate contacts and lower dark current. (d) 40 Gb/s eye diagram of PD with PVD Ge deposited at 350 C.

Fig. 19. A 5 GHz signal detected at the Ge photodetector after the CW light is encoded at the modulator.

the photodetector after subtracting the electrical noise due to
crosstalk signal coupling across the electrical probes. Although
the individual devices support the high data rates described
above, strong electrical crosstalk between the probes prevented
eye diagram measurements of the full link integrated on one die.
In addition, large optical coupling losses prevented testing in a
chip-to-chip configuration where the transmitter and receiver
are on separate chips which eliminates the probe crosstalk
problem. In the future, optical couplers will be fabricated onto
the platform to enable this measurement.

V. OPTICAL LINK MODELING AND COMPARISONS

The optical I/O link power efficiency is a strong function of
the received optical power, which is determined by the transmit

power and the link optical loss budget. The link budgets for the
hybrid and integrated optical I/O links are shown in Tables II and
III, respectively. A feasible best case value for the hybrid optical
link budget is dB with some packaging improvements [1].
This is dominated by coupling losses from the VCSEL and pho-
todetector to the multi-mode fiber (MMF) and the finite extinc-
tion ratio penalty. The integrated optical link budget is nearly 9
dB worse than the hybrid optical link budget due to the off-chip
single-mode fiber coupling directly to the on-chip single-mode
waveguide and the extra coupling loss from the off-chip CW
laser. However, the integrated photodetector’s ultra-low capac-
itance allows the integrated optical receiver to achieve roughly
13 dB higher sensitivity at the same bandwidth, which results in
significant system power savings.
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TABLE III
INTEGRATED OPTICAL I/O LINK BUDGET

Fig. 20 shows circuit simulation-based power efficiency esti-
mates of transmit and receive front-end circuits, excluding the
clock timing systems, for these two optical I/O architectures in
CMOS technologies spanning from 45 nm to predictive 16 nm.
A current-mode VCSEL driver similar to the main driver branch
in Fig. 7 and a CMOS inverter-based voltage-mode modulator
driver are modeled for the hybrid and integrated optical systems,
respectively. In both systems, a TIA similar to Fig. 8 followed
by simple differential-pair LA stages make up the optical re-
ceiver. The models are constructed with the circuits optimized to
provide the minimum bandwidth necessary for a particular data
rate, and thus approximate a power optimal solution. The hy-
brid optical link power efficiency, shown in Fig. 20(a), initially
improves as the data rate increases due to the assumed-constant
3 dBm optical power from the 850 nm VCSEL. Power efficiency
degrades from the optimum at higher data rates due to the op-
tical RX amplifier gain-bandwidth requirements. As technology
scales, this optimum occurs at a higher data rate due to the in-
creased transistor . This analysis predicts that hybrid optical
data transmission at 1 pJ/b will be realized in the future. As-
suming a 1310 nm CW laser source with 3 dBm optical power,
the integrated optical link power efficiency, shown in Fig. 20(b),
displays similar behavior at a much lower power level due to low
capacitance of the modulator and photodetector allowing for
very efficient optical drivers and receivers. Ultra-low receiver
input capacitance allows a TIA-based receiver without any LA
stages to provide sufficient sensitivity at data rates exceeding
30 Gb/s. The data rate at which extra LA stages become neces-
sary scales with the improved CMOS technology , as seen by
the discrete jumps in the power efficiency curves. These projec-
tions indicate that photonic CMOS will enable integrated optical
interconnect to reach 0.3 pJ/b.

The power-performance analysis of the hybrid optical link
is compared with electrical link systems that employ the three
electrical channels discussed in Section II. The comparison re-
veals that the hybrid optical architecture is equal to or better
in power efficiency than both the electrical backplane channel
and the desktop channel at data rates near where RX equal-
ization becomes necessary. This data rate is dependent on the
channel loss characteristics and is 13 Gb/s and 19 Gb/s for the
17 inch backplane and 7 inch desktop channels, respectively.
While the hybrid optical link cannot outperform the high-perfor-

Fig. 20. Circuit simulation-based optical transceiver power efficiency es-
timates versus data rate for 45 nm to predictively-modeled 16 nm CMOS
technology. (a) Hybrid optical I/O architecture. (b) Integrated optical I/O
architecture.

mance electrical cable channel at the 45 nm node, the increased
gain-bandwidth offered by the 16 nm node allows the hybrid
optical link to become comparable near 40 Gb/s. Note that this
assumes the availability of 40 Gb/s-class VCSELs, which are
currently emerging in research [25]. The reduced parasitics of-
fered by the integrated photonics with CMOS optical architec-
ture allow this architecture to achieve superior power efficiency
compared to the three electrical channels and the hybrid optical
architecture over the majority of data rates. This assumes further
improvements in modulator EO polymer performance to enable
sufficient optical modulation depth at voltage modulation levels
compatible with CMOS inverter-based drivers [20].

VI. FUTURE DIRECTIONS AND CONCLUSIONS

As CMOS scaling continues in the future, larger numbers of
CPU cores will be integrated on the microprocessor chip and it
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Fig. 21. Photonic CMOS enabled wavelength division multiplexing (WDM) architecture.

Fig. 22. Optical network on-chip and off-chip using dense WDM.

will become necessary to provide interconnect scaling to higher
bandwidth between cores on chip and between these cores and
the off-chip DRAM. Wavelength division multiplexed (WDM)
links transmit multiple wavelengths through the same wave-
guide in order to increase the aggregate optical data transmis-
sion. A photonic CMOS architecture for optical WDM of sig-
nals monolithically integrated on-chip is shown in Fig. 21. The
RR modulator selectively modulates a single wavelength from
a multi-wavelength source and eliminates the need for separate
optical de-mulitiplexers and multiplexers. At the receiver, pas-
sive ring resonator optical filters can de-multiplex the optical
data by selecting a single unique wavelength for detection at
each photodetector. Since the photonic CMOS RR modulators
have such a narrow tuning range (Fig. 16) the WDM wave-
lengths can be spaced at less than 1 nm (100 GHz in optical
frequency with a reference of 230 THz). Thus, the ring res-
onator technology provides the means for bandwidth to scale
by adding more wavelengths to each waveguide channel. In ad-
dition to bandwidth scaling through WDM, optical signals also
enable a switchable high-bandwidth optical network for both
on-chip and off-chip. Data can be routed to a determined core

or memory node by selectively modulating and demodulating
data onto a given wavelength. The WDM optical networks can
be switched as fast as allowed by the electrical circuits driving
the RR modulators. Network on-chip architectures that exploit
the low energy-per-bit transmission and high data bandwidth of
optical WDM networks will eventually be required to meet the
aggregate bandwidth demands of future microprocessors.

The work described in this paper provides a comparison
of electrical I/O to optical I/O for chip-to-chip interconnect.
While electrical interconnect will continue to use more so-
phisticated equalization techniques to overcome the loss of
the interconnect channel, the high data rate and long inter-
connect lengths required by future many-core processors
will require the introduction of optical interconnect. Optical
interconnect for CPUs will first be introduced with optical
package-to-package I/O using hybrid MCM single-package
technology. A package-to-package optical I/O prototype
achieved 10 Gb/s error free data transmission over a full link.
This prototype demonstrated an optical output transmit driver
and VCSEL operating at data rates up to 18 Gb/s. The receiver
TIA was measured electrically operating up to 18 Gb/s. In the

Authorized licensed use limited to: Texas A M University. Downloaded on February 5, 2010 at 18:47 from IEEE Xplore.  Restrictions apply. 



YOUNG et al.: OPTICAL I/O TECHNOLOGY FOR TERA-SCALE COMPUTING 247

long term, monolithic integration of optical components will
provide TB/s interconnect data rates with the required energy
efficiency of less than 1 pJ/bit.
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