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What is ASR ?
<

e The process of recognizing the words in the
speech is called Automatic Speech Recognition
or ASR.



How it works?
« ]

e ASR attempts to decode speech into best
estimate of sentences using two steps:

1. Cownvert the Speech signal tnto Spectral feature

veetors, which are usuatly measured in the span of 10
M.

2. Use syntactic decoder to generate every possible valid
sentence , ano select the best sentence .



Step -1 Dertving the Features

e MFCC are chosen :

Reason: They wmateh certain characteristics of
N an perceptﬁow.

e Feature vector:

e 1= MFCC.
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Step-2 - Stelection of the best sentence
«a_

e Mathematically: It can be presented as a MAP
estimation problem.

w_ =argmax P(W|X)

Where W s the word string



e Since by Baye’s Rule

P(X |W)P(W)

POV | X) = PO

Since P(X) doesn't depend on W :

W =agmaxPW|X) —— W__=arg maX

Acoustic Model Language Model



Acoustic Modeling: Probability Measwres
S

e Acoustic modeling uses probability measures to
characterize sound realization using statistical
models.

e Statistical Model called HMM is used for the solution.
HMM- Hidden Markov Models.

e HMM model the spectral variability of each of he
basic sounds using Gaussian distribution which is
align with the speech training set and iteratively
updated and improved until alignment is achieved.



P(9,.1=54l9=s,) = 1/2

P(q,.1=5,|q,) = 1/2 Markov Property

P(9..1=S5la,=s,) =0

P(qi1=s4l97s4) =0
P(d.1=s,|97=s4) =0
P(9..1=S5l0=s4) = 1

N Ji+1 IS conditionally independent

of { iy, Qip, --- A1, dg } GiVen Q..

° s In other words:
P(Qiq=8;[0;=5) =

P(Qi.1 = S;19; = s; ,any earlier history)

t=1 P(Qi.1=84]0=S3) =
1/3 The sequence of q is said to be a
4i=9:1=S> | P(q,.,=s,|q=s,) = Markov chain ,or to have the
2/3 Markov property if the next state
P(Q11=85/0=83) = depends only upon the current
0 state and not on any past states




From Markov To Hidden Markov
« "/ /7

e The previous model assumes that each state can be
uniquely associated with an observable event.

e To make the model more flexible, we will assume that the
outcomes or observations of the model are a probabilistic
function of each state

Why Hidden???

These are known a Hidden Marvkov Models (HMM),
because the state sequence is not dirvectly observable, it
can only be approximated from the sequence of
observations produced bg the system



HMM Model
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Figure 8 HMM for whole word model with five states.



e Each HMM state in our case is represented
by a caussians probability density function.

f




Requirements for HMM
/0

HMM is specified by a five-tuple (S, O,I1, A, B)

1) S=1{1,2,..., N}

Set of hidden states

N: the number of states 5, : the state at time t

2) O ={0,,0,,...,0,, }

Set of observation symbols

M: the number of observation symbols

3) 7 ={r} w,=P(s,=1) 1<i<N

The initial state distribution

4) A={a;} a;,=P(s,=jls_=10), 1<i,j<N
State transition probability distribution

5) B={b,(k)} b,k)=P(X,=0,ls,=j) 1<j<SNI<k<M
Observation symbol probability distribution in state j 16



Creation of the Model
«{«a 000

e Once the set of state transitions and state
probability densities are specified we say that
model ¥ has been created for the word or sub
word unit.



Three Problems

- 1.The Evaluation Problem —Given a model ¢ and a
sequence of observations X =(X,.X,,...X;) ,whatis
the probability P(x 1) ;i.e., the probability of the
model that generates the observations?

« 2.The Decoding Problem — Given a model ¢ and a
sequence of observation X =(X,.X,....X;) ,whatis
the most likely state sequence § =(s,,5,,....8;) in
the model that produces the observations?

So much
Problems

« 3.The Learning Problem —Given a model @ and a
set of observations, how can we adjust the model @
parameter & to maximize the joint probability
[TP(X D)7

X




Solutlon=Problemt
< ]

To calculate the probability (likelihood) rxi®) of the
observation sequence X=(x;. x,.....x7) | given the HMM® .
the most intuitive way is to sum up the probabilities of all
possible state seauences:

P(X|®)=>» P(S|DP)P(X|S.D)

all §

Applying Markov assumption:

P(S @) =P(s, | (D_}H P(s, s, _,. D)= ra...a . =a.a...a. .



Continued.......
«{«a 000

Applying output independent assumption:

T
P(X[S.®)=P(X] |5].®)=]] P(xX, s5,.D)
= b,—l (X, )b_—: (X,)... b:.l. (X7)
P(X|®)=) P(S|®)P(X|S.D)

all s

= Z "q::.:-_ b:] (“1{1 } "q:;:; b:; ("YJ ) e a:_-'-'_:_r' b.'-_. (‘.YT )
alls



Solution- Problem 2 (Viterbl Algorithm)
«

Viterbi algorithm picks and remembers the best
path.
Define the best-bath probability:

V,(i) = P(X.S{".s,=1| D)

V. (i) Is the probability of the most likely state sequence
at time t, which has generated the observation X (until
time t) and ends In state 1.



Solutlon —Problem =

In order to train the HMM for each sub word unit a labeled
training set of words and sentences is used.

An efficient Training Algorithm Known as ®Bawm-weleh
Algorithm is used .

It aligns various sub worol units with spoleen inputs and then
estivwate the appropriate veans, Covariance and mixture gatns
for the distribution.

The algorithm is a form of hill clintbing algorithnme and is
tterated until a stable alignment of unit model and speech is
obtained.



Language Model
-

e Purpose: To provide task syntax that deflnes
acceptable spoken nput semtences and enable
computation of probability of the word string,.



N- Gram model
« /'

e "n-gram" or "(n — 1)-order Markov model".

e As per wikipedia: “An s-gram model predicts v
based on  x;_y, xia,. .., Tien.” When used for
Language modeling tndependence assumptions are

maode so that each worol Olepevwis ong own the last n
worols”.




Trigram model

waj-:—h i q, w:‘]
Clowia,1wi 1)

P{w,-|w,-_1 . w:‘—ﬂ —




Problem of the Model
« /'

N-grams are often highly in ervor due to problems of
data sparseness in the tratning set. Hewce for a text
tratning set of millions of words, and a word vocabulary
of several thousand words, more than 50% of word
trigrams ave Likely to occur either once or not at all tn the

traitning set



Alternative provided.
S

Clow_z, i1, w;)

Pl q1,102) = p3 —— -
Cleeia, i)

+p Claes . 1) 5 Clae;)
2 ~ T
Clw; 1) N Clw)

I

Py t+p2+pr =1

E Clwi) = size of text training corpus

Where 73, p2, P1 are Smoothening Probabilities



Language Complexity
S

e Defined as the average number of words
that follow any given word of language

e Mathematically If P(W) is a language model
where w = (i, w...... wo) IS @ Q word sequence.

e Language Perplexity

PP(W) = 2HW) — Plwy 10;, ... 1w0g) V2
as ) — oo.



Continued......
«{«a 000

e Where H(W) is Entropy of trigram model
defined as

‘ 1 & 5
H{W) = —EZI{:@EPH&JIW 1 o)
=1



Pattern Matching
S

e The task of pattern matching module is to
combine probabillities from acoustic models

Language mooel and word Lextcon to find the
optimal word Sequence having highest
probability among all possible word
sequences.




Confidence Scoring
S

o Goal: 1o identify the recognition error as well
as out of vocabulary events.



Performance of speech mecognizer




Word cvor Rate
« ]

NI +N§S+ND

VER =~

|W| is the number of words in sentence



Spoken Language [ Anderstanding
...

e Goal: Interpret the meaning of the key words
andl phmses Ln the recognized speech.

ll % K A £5% 2§ 7
i \' L ¥ ¥ H Bt b L b




Mathematics behind =L A
«a_ "/

P(C|W) = P(W|C)P(C)/P(W) C = argmaxP(W|C)P(C)

Glven the word seouence finding the best conceptual
structure (meaning) using a combination of acoustic,
Linguistic and semantic scores.

Example: Verizon Speech recognition assistant.
SLU Ls useful where Vocabulary set is Limited and
restricted.



Dialog Management

e Role: To combine meaning of current bnput
speech of user with the curvent state of the

sgs’cem.
® Decloes the next step L the Linteraction.

® Kty tools:



Spoken anguage Cieneration
-

e Role: To translate the actions of Dlalog wmodule
Lnto textual vepresentation.



Text to SP@@GM Module
< ]

o Role: Converts the text generated by SLG bnto
sywnthetic naturally sounding speech



Summary
S

e Paper Introduces us to the ASR that we have
experiences most often while calling our
wireless or phone company.

e However ASR is too sensitive to noise and till
now o perfect ASR has been designed to
show good performance under noisy
conolitions



