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Relevance Feedback
◦ User refines the result by marking images as 

relevant or non-relevant and repeats search.



Image Similarity



Image Similarity



Examples of Image Similarity Problems

MARS-1 RBF



Ideal Case



Ideal Case – User Query



Ideal Case – Similarity Measure



Real Case
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We should refine Query
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We should refine Query & Metric

Metric

QueryQuery



Query Reformulation Model

◦ Relevance feedback → learn query representation

Adaptive Metric Model

◦ Relevance feedback → learn similarity function
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Example Vectors



Voronoi Vectors



Voronoi Cells



Learning Vector Quantization
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Modified LVQ  (Model 1)



Modified LVQ  (Model 1)



Modified LVQ  (Model 1)



Modified LVQ  (Model 1)



Modified LVQ  (Model 2)



Effects of Positive and Negative Learning 

◦ Relevant samples → common interest

◦ Non-relevant samples → specific interest
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Selection of RBF Width



Selection of RBF Width



Selection of RBF Width

◦
◦



Average Precision Rate (%) 



Non-linear model for similarity evaluation

Learning from positive and negative samples



http://videolectures.net/minh_hoai_nguyen/
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