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ABSTRACT

Finding structures in vast multidimensional data sets� be they measurement data�
statistics� or textual documents� is di�cult and time	consuming� Interesting�
novel relations between the data items may be hidden in the data� The self	
organizing map �SOM� algorithm of Kohonen can be used to aid the exploration�
the structures in the data sets can be illustrated on special map displays�

In this work� the methodology of using SOMs for exploratory data analysis or
data mining is reviewed and developed further� The properties of the maps are
compared with the properties of related methods intended for visualizing high	
dimensional multivariate data sets� In a set of case studies the SOM algorithm
is applied to analyzing electroencephalograms� to illustrating structures of the
standard of living in the world� and to organizing full	text document collections�

Measures are proposed for evaluating the quality of di�erent types of maps in
representing a given data set� and for measuring the robustness of the illustrations
the maps produce� The same measures may also be used for comparing the
knowledge that di�erent maps represent�

Feature extraction must in general be tailored to the application� as is done
in the case studies� There exists� however� an algorithm called the adaptive	
subspace self	organizing map� recently developed by Kohonen� which may be of
help� It extracts invariant features automatically from a data set� The algorithm
is here characterized in terms of an objective function� and demonstrated to be
able to identify input patterns subject to di�erent transformations� Moreover� it
could also aid in feature exploration� the kernels that the algorithm creates to
achieve invariance can be illustrated on map displays similar to those that are
used for illustrating the data sets�
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� INTRODUCTION

It is relatively easy to give answers to well�speci�ed questions about the statistical
nature of a well�understood data set� like �how large should an aeroplane cockpit
be to accommodate any one of the ��� of the potential pilots�	 In this example
the data may be assumed to be normally distributed and it is straightforward to
estimate the threshold
 The more data there is available the more accurate an
answer can be given


If� on the other hand� the data is not well�understood and the problem is
not well�speci�ed� an increase in the amount of data may even have the opposite
e�ect
 This holds for multivariate data in particular
 If the goal is simply to
try to make sense out of a data set to generate sensible hypotheses or to �nd
some interesting novel patterns� it paradoxically seems that the more data there
is available the more di�cult it is to understand the data set
 The structures
are hidden among the large amounts of multivariate data
 When exploring a
data set for new insights� only methods that discover and illustrate e�ectively the

structures in the data can be of help
 Such methods� applied to large data sets�
are the topic of this work


A data�driven search for statistical insights and models is traditionally called
exploratory data analysis Hoaglin� ����� Jain and Dubes� ����� Tukey� �����
Velleman and Hoaglin� ����� in statistical literature
 The process of making sta�
tistical inferences often consists of an exploratory� data�driven phase� followed by
a con�rmatory phase in which the reproducibility of the results is investigated

There thus exists a wealth of applications in which data sets need to be summa�
rized to gain insight into them� the goal in this work is to present a data set in a
form that is easily understandable but that at the same time preserves as much
of the essential information in the data as possible


Exploratory data analysis methods can be used as tools in knowledge discovery
in databases KDD� Fayyad� ����� Fayyad et al
� ����a� Fayyad et al
� ����c�
Simoudis� �����
 In this relatively recently established �eld the emphasis is on
the whole interactive process of knowledge discovery� discovery of novel patterns
or structures in the data
 The process consists of a multitude of steps starting
from setting up the goals to evaluating the results� and possibly reformulating
the goals based on the results
 Data mining� is one step in the discovery process�
a step in which suitable tools from many other disciplines including exploratory
data analysis are used to �nd interesting patterns in the data
 Depending on
the goals of the data mining process essentially any kinds of pattern recognition
Devijver and Kittler� ����� Fu� ����� Fukunaga� ����� Therrien� ����� Schalko��
������ machine learning Forsyth� ����� Langley� ����� Michalski� ������ and
multivariate analysis Cooley and Lohnes� ����� Hair� Jr
 et al
� ����� Kendall�

�Not all authors use the same terminology� data mining can also be used to refer to whole

process� even as a synonym of KDD�
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����� algorithms may be useful� for recent examples� cf	 Fayyad et al	 
����b�	 An
essential novelty in the �eld then lies in emphasizing the discovery of previously
unknown structures from vast databases� and in emphasizing the importance of
considering the whole process	

In this work exploratory data analysis methods which illustrate the structures
in data sets� are applied to large databases	 The tool in this endeavor will be the
selforganizing map 
SOM� 
Kohonen� ����� Kohonen� ����c�	 Some properties
that distinguish the SOM from the other data mining tools are that it is numerical
instead of symbolic� nonparametric� and capable of learning without supervision	
The numerical nature of the method enables it to treat numerical statistical
data naturally� and to represent graded relationships	 Because the method does
not require supervision and is nonparametric� used here in the sense that no
assumptions about the distribution of the data need to be made� it may even �nd
quite unexpected structures from the data	

In this thesis the relation of the SOM to some other data visualization and
clustering methods is �rst analyzed in Section �	 Then� recipes on how to use the
SOM in exploratory data analysis are given in Section �	 The areas of application
that are treated in the Publications are introduced in Section �� and �nally two
recent developments in the methodology are discussed in Section �	

� METHODS FOR EXPLORATORY DATA ANALYSIS

There exist several methods for quickly producing and visualizing simple sum
maries of data sets 
Tukey� �����	 For example� the socalled �venumber sum
mary consisting of the smallest and largest data value� the median� and the �rst
and third quartiles can be visualized as a drawing� where each number corre
sponds to some constituent like the altitude of a box	

Such simple methods are very useful for summarizing lowdimensional data
sets� but as the dimensionality increases their ability to visualize interdimensional
relations soon degrades	

In this section some methods for illustrating structures� multivariate relations
between data items� in highdimensional data sets will be discussed	 The treat
ment will be restricted to methods that regard the inputs as metric vectors and
that can be used without making assumptions about the distribution of the data	
It is also assumed that no external information like class labels is available on the
data items	 The illustrations will then be driven solely by the actual structures in
the data and not by prespeci�ed assumptions about the class structure	 Although
the analysis is unsupervised� the possible class labels may be used afterwards to
aid in the interpretation of the results� then they do not a�ect the structures that
have been found	

The vectors in the input data set will be denoted by xk� k � �� � � � � N 	 Here
xk � R

n 	 In statistics it is customary to call the components of the data vectors
observations recorded on variables	 Here the mathematical terminology will be
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preferred� however� The components may also be called features as is customary
in pattern recognition literature�

It this section the emphasis will be on methods that illustrate structures in
given� prespeci�ed data sets� It may be useful to note� however� that in prac�
tical applications the selection and preprocessing of the data may be even more
important than the choice of the analysis method� For example� changes in the
relative scales of the features have a drastic e�ect on the results of most of the
methods that will be presented� the larger the scale of a component the more
the component a�ects the result� It is� however� very di�cult to give general
guidelines for the very application speci�c task of preprocessing	 the approaches
used in some case studies will be discussed in Section 
���

The following questions play a central role in applying a method to large�
high�dimensional data sets� what kinds of structures the method is able to ex�
tract from the data set� how does it illustrate the structures� does it reduce the
dimensionality of the data� and does it reduce the number of data items�

��� Visualization of high�dimensional data items

Several graphical means have been proposed for visualizing high�dimensional data
items directly� by letting each dimension govern some aspect of the visualization
and then integrating the results into one �gure �cf�� e�g�� du Toit et al�� ���	 Jain
and Dubes� ���� These methods can be used to visualize any kinds of high�
dimensional data vectors� either the data items themselves or vectors formed of
some descriptors of the data set like the �ve�number summaries �Tukey� ������

Perhaps the simplest method to visualize a data set is to plot a �pro�le� of
each item� i�e�� a two�dimensional graph in which the dimensions are enumerated
on the x�axis and the corresponding values on y �Fig� � a�� An alternative is a
scatterplot where two original dimensions of the data are chosen to be portrayed
as the location of an icon� and the rest of the dimensions are depicted as properties
of the icon� For example the lengths of rays emanating from the center of the
icon may visualize the values of the rest of the components �Fig� � b�� Also the
familiar pie diagrams can be used�

Andrews� curves �Andrews� ������ one curve for each data item� are obtained
by using the components of the data vectors as coe�cients of orthogonal sinusoids�
which are then added together pointwise �Fig� � c��

Cherno��s faces �Cherno�� ���
� are among the most famous visual displays�
Each dimension of the data determines the size� location� or shape of some com�
ponent of a facial caricature �Fig� � d�� For example� one component is associated
with the width of the mouth� another with the separation of the eyes� etc�

The major drawback that applies to all these methods in the data mining
setting is that they do not� used as such� reduce the amount of data� If the data
set is large� the display consisting of all the data items portrayed separately will
be incomprehensible� The methods could� however� be useful for illustrating some
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a b

c d

Figure �� A ten�dimensional data item visualized using four di�erent methods� a A pro�le of

the component values� b a 	star
 in which the length of each ray emanating from the center

illustrates one component� c Andrews� curve� and d a facial caricature�

kinds of summaries of the data set like the cluster centroids that are introduced
below� or the reference vectors of a self�organizing map�

��� Clustering methods

The goal of clustering is to reduce the amount of data by categorizing or grouping
similar data items together� Such grouping is pervasive in the way humans process
information� and one of the motivations for using clustering algorithms is to
provide automated tools to help in constructing categories or taxonomies �Jardine
and Sibson� ����	 Sneath and Sokal� ���
�� The methods may also be used to
minimize the e�ects of human factors in the process�

Clustering methods �Anderberg� ���
	 Hartigan� ���	 Jain and Dubes� ����	
Jardine and Sibson� ����	 Sneath and Sokal� ���
	 Tryon and Bailey� ���
� can
be divided into two basic types� hierarchical and partitional clustering� Within
each of the types there exists a wealth of subtypes and di�erent algorithms for
�nding the clusters�

Hierarchical clustering proceeds successively by either merging smaller clus�
ters into larger ones� or by splitting larger clusters� The clustering methods di�er
in the rule by which it is decided which two small clusters are merged or which
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large cluster is split� The end result of the algorithm is a tree of clusters called
a dendrogram� which shows how the clusters are related� By cutting the den�
drogram at a desired level a clustering of the data items into disjoint groups is
obtained�

Partitional clustering� on the other hand� attempts to directly decompose the
data set into a set of disjoint clusters� The criterion function that the clustering
algorithm tries to minimize may emphasize the local structure of the data� as
by assigning clusters to peaks in the probability density function� or the global
structure� Typically the global criteria involve minimizing some measure of dis�
similarity in the samples within each cluster� while maximizing the dissimilarity
of di�erent clusters�

A commonly used partitional clustering method� K�means clustering
�MacQueen� ��	
�� will be discussed in some detail since it is closely related to
the SOM algorithm� In K�means clustering the criterion function is the average
squared distance of the data items xk from their nearest cluster centroids�

EK �
X

k

kxk �mc�xk�k
�� ���

where c�xk� is the index of the centroid that is closest to xk� One possible
algorithm for minimizing the cost function begins by initializing a set of K cluster
centroids denoted bymi� i � �� � � � � K� The positions of themi are then adjusted
iteratively by �rst assigning the data samples to the nearest clusters and then
recomputing the centroids� The iteration is stopped when E does not change
markedly any more� In an alternative algorithm each randomly chosen sample is
considered in succession� and the nearest centroid is updated�

Equation � is also used to describe the objective of a related method� vec�
tor quantization �Gersho� ��
� Gray� ���� Makhoul et al�� ������ In vector
quantization the goal is to minimize the average �squared� quantization error�
the distance between a sample x and its representation mc�x�� The algorithm
for minimizing Equation � that was described above is actually a straightfor�
ward generalization of the algorithm proposed by Lloyd ����
� for minimizing
the average quantization error in a one�dimensional setting�

A problem with the clustering methods is that the interpretation of the clus�
ters may be di�cult� Most clustering algorithms prefer certain cluster shapes�
and the algorithms will always assign the data to clusters of such shapes even if
there were no clusters in the data� Therefore� if the goal is not just to compress
the data set but also to make inferences about its cluster structure� it is essential
to analyze whether the data set exhibits a clustering tendency� The results of
the cluster analysis need to be validated� as well� Jain and Dubes ������ present
methods for both purposes�

Another potential problem is that the choice of the number of clusters may be
critical� quite di�erent kinds of clusters may emerge when K is changed� Good
initialization of the cluster centroids may also be crucial some clusters may even
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be left empty if their centroids lie initially far from the distribution of data�
Clustering can be used to reduce the amount of data and to induce a catego�

rization� In exploratory data analysis� however� the categories have only limited
value as such� The clusters should be illustrated somehow to aid in understanding
what they are like� For example in the case of the K�means algorithm the cen�
troids that represent the clusters are still high�dimensional� and some additional
illustration methods are needed for visualizing them�

��� Projection methods

Clustering reduces the amount of data items by grouping them� There also exist
methods that can be used for reducing the dimensionality of the data items� too�
Such methods will be called projection methods below�� The goal of the projection
is to represent the input data items in a lower�dimensional space in such a way
that certain properties of the structure of the data set are preserved as faithfully
as possible� The projection can be used to visualize the data set if a su�ciently
small output dimensionality is chosen�

����� Linear projection methods

Principal component analysis �PCA� �Hotelling� �	

� can be used to dis�
play the data as a linear projection on such a subspace of the original data space
that best preserves the variance in the data� It is a standard method in data
analysis� it is well understood� and e�ective algorithms exist for computing the
projection� Even neural algorithms exist �Oja� �	
� Oja� �		�� Rubner and Ta�
van� �		� Cichocki and Unbehauen� �		
�� A demonstration of PCA is presented
in Figure ��

Projection pursuit� In exploratory projection pursuit �Friedman� �	�� Fried�
man and Tukey� �	��� the data is projected linearly� but this time a projection
which reveals as much of the non�normally distributed structure of the data set
as possible is sought� This is done by assigning a numerical �interestingness� in�
dex to each possible projection� and by maximizing the index� The de�nition of
interestingness is based on how much the projected data deviates from normally
distributed data in the main body of its distribution� There is also a neural
implementation of this idea �Fyfe and Baddeley� �		���

After an interesting projection has been found� the structure that makes the
projection interesting may be removed from the data� after which the procedure

�Ripley ������ divides statistical data�analysis methods into clustering methods� projection
methods� and multidimensional scaling �MDS� methods	 Di
erentiation between the latter two
is not useful here� since for patterns represented as vectors in a Euclidean space the MDS
methods essentially form nonlinear projections	
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Figure �� A dataset projected linearly onto the two�dimensional subspace obtained with PCA�
Each ���dimensional data item describes di�erent aspects of the welfare and poverty of one
country� The data set consisting of 		 countries
 used also in Publication �
 was picked up from
the World Development Report published by the World Bank ������ Missing data values were
neglected when computing the principal components
 and zeroed when forming the projections�
A key to the abbreviated country names is given in the Appendix�

can be restarted from the beginning to reveal more of the structure of the data
set�

����� Nonlinear projection methods

PCA cannot take into account nonlinear structures� structures consisting of ar�
bitrarily shaped clusters or curved manifolds� since it describes the data in terms
of a linear subspace� Projection pursuit tries to express some nonlinearities� but
if the data set is high�dimensional and highly nonlinear it may be di�cult to
visualize it with linear projections onto a low�dimensional display even if the
�projection angle� is chosen carefully�

Several approaches have been proposed for reproducing nonlinear higher�
dimensional structures on a lower�dimensional display� The most common meth�
ods allocate a representation for each data point in the lower�dimensional space
and try to optimize these representations so that the distances between them
would be as similar as possible to the original distances of the corresponding
data items� The methods di	er in how the di	erent distances are weighted and
how the representations are optimized�

Multidimensional scaling 
MDS� refers to a group of methods that is widely
used especially in behavioral� econometric� and social sciences to analyze subjec�
tive evaluations of pairwise similarities of entities� such as commercial products in
a market survey� The starting point of MDS is a matrix consisting of the pairwise
dissimilarities of the entities� In this thesis only distances between pattern vectors
in a Euclidean space will be considered� but in MDS the dissimilarities need not
be distances in the mathematically strict sense� In fact� MDS is perhaps most
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often used for creating a space where the entities can be represented as vectors�
based on some evaluation of the dissimilarities of the entities�

The goal in this thesis is not merely to create a space which would represent
the relations of the data faithfully� but also to reduce the dimensionality of the
data set to a su�ciently small value to allow visual inspection of the set� The
MDS methods can be used to ful�ll this goal� as well�

There exists a multitude of variants of MDS with slightly di�erent cost func�
tions and optimization algorithms� The �rst MDS for metric data was developed
in the �	
�s �historical treatments and introductions to MDS have been provided
by� for example� Kruskal and Wish� �	�� de Leeuw and Heiser� �	��� Wish and
Carroll� �	��� Young� �	���� and later generalized for analyzing nonmetric data
and even the common structure in several dissimilarity matrices corresponding
to� for instance� evaluations made by di�erent individuals�

The algorithms designed for analyzing a single dissimilarity matrix� and which
can thus be used for reducing the dimensionality of a data set� can be broadly
divided into two basic types� metric and nonmetric MDS�

In the original metric MDS �Torgerson� �	��� cf� Young and Householder�
�	
�� the distances between the data items have been given� and a con�guration
of points that would give rise to the distances is sought� Often a linear projec�
tion onto a subspace obtained with PCA is used� The key idea of the method�
to approximate the original set of distances with distances corresponding to a
con�guration of points in a Euclidean space can� however� also be used for con�
structing a nonlinear projection method� If each item xk is represented with a
lower�dimensional� say� two�dimensional data vector x�

k
� then the goal of the pro�

jection is to optimize the representations so that the distances between the items
in the two�dimensional space will be as close to the original distances as possible�
If the distance between xk and xl is denoted by d�k� l� and the distance between
x

�
k
and x

�
l
in the two�dimensional space by d��k� l�� the metric MDS tries to ap�

proximate d�k� l� by d��k� l�� If a square�error cost is used� the objective function
to be minimized can be written as

EM �
X

k ��l

�d�k� l�� d��k� l���� ���

A perfect reproduction of the Euclidean distances may not always be the best
possible goal� especially if the components of the data vectors are expressed on
an ordinal scale� Then only the rank order of the distances between the vectors
is meaningful� not the exact values� The projection should try to match the rank
order of the distances in the two�dimensional output space to the rank order in
the original space� The best possible rank ordering for a given con�guration or
points can be guaranteed by introducing a monotonically increasing function f

that acts on the original distances� and always maps the distances to such values
that best preserve the rank order� Nonmetric MDS �Kruskal� �	��� Shepard�
�	��� uses such a function �Kruskal and Wish� �	��� whereby the normalized
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cost function becomes

EN �
�

P
k ��l�d��k� l���

X

k ��l

�f�d�k� l��� d��k� l���� ���

For any given con�guration of the projected points x�
k
� f is always chosen to

minimize Equation ��
Although the nonmetric MDS was motivated by the need of treating ordinal	

scale data� it can also be used of course if the inputs are presented as pattern
vectors in a Euclidean space� The projection then only tries to preserve the
order of the distances between the data vectors� not their absolute values� A
demonstration of nonmetric MDS� applied in a dimension reduction task� is given
in Figure ��
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Figure �� A nonlinear projection constructed using nonmetric MDS� The data set is the same as
in Figure �� Missing data values were treated by the following simple method� which has been
demonstrated to produce good results at least in the pattern recognition context �Dixon� �	
	��
When computing the distance between a pair of data items� only the �squared� di�erences
between component values that are available are computed� The rest of the di�erences are then
set to the average of the computed di�erences�

Another nonlinear projection method� Sammon�s mapping �Sammon� Jr�� �
�
��
is closely related to the metric MDS version described above� It� too� tries to op	
timize a cost function that describes how well the pairwise distances in a data set
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are preserved� The cost function of Sammon�s mapping is �omitting a constant
normalizing factor�

ES �
X

k ��l

�d�k� l�� d��k� l���

d�k� l�
� ���

The only di�erence between Sammon�s mapping and the �nonlinear� metric MDS
�Eq� 	� is that the errors in distance preservation are normalized with the distance
in the original space� Because of the normalization the preservation of small
distances will be emphasized�

A demonstration of Sammon�s mapping is presented in Figure ��
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Figure �� Sammon�s mapping of the data set which has been projected using PCA in Figure �

and nonmetric MDS in Figure �� Missing data values were treated in the same manner as in

forming the nonmetric MDS�

Principal curves� PCA can be generalized to form nonlinear curves� While
in PCA a good projection of a data set onto a linear manifold was constructed

the goal in constructing a principal curve is to project the set onto a nonlinear
manifold� The principal curves �Hastie and Stuetzle
 ����� are smooth curves
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that are de�ned by the property that each point of the curve is the average of
all data points that project to it� i�e�� for which that point is the closest point
on the curve� Intuitively speaking� the curves pass through the �center� of the
data set� Principal curves are generalizations of principal components extracted
using PCA in the sense that a linear principal curve is a principal component�
the connections between the two methods are delineated more carefully in the
original article� Although the extracted structures are called principal curves the
generalization to surfaces seems relatively straightforward� although the resulting
algorithms will become computationally more intensive�

The conception of continuous principal curves may aid in understanding how
principal components could be sensibly generalized� To be useful in practical
computations� however� the curves must be discretized� It has turned out 	Mulier
and Cherkassky� ���
� Ritter et al�� ����� that discretized principal curves are
essentially� equivalent to SOMs� introduced before Hastie and Stuetzle 	����
introduced the principal curves� It thus seems that the conception of principal
curves is most useful in providing one possible viewpoint to the properties of the
SOM algorithm�

Other methods� A problem with the nonlinear MDS methods is that they are
computationally very intensive for large data sets� The computational complexity
can be reduced� however� by restricting attention to a subset of the distances
between the data items� When placing a point on a plane its distance from
two other points of the plane can be set exactly� This property is used in the
triangulation method 	Lee et al�� ������ Points are mapped sequentially onto the
plane� and the distance of the new item to the two nearest items already mapped
is preserved� Alternatively� the distance to the nearest item and a reference point
that is common to all items may be preserved� The points are mapped in such
an order that all of the nearest�neighbor distances in the original space will be
preserved� The triangulation can be computed quickly� compared to the MDS
methods� but since it only tries to preserve a small fraction of the distances the
projection may be di�cult to interpret for large data sets� The method may�
however� be useful in connection with Sammon�s mapping 	Biswas et al�� �����

The dimensionality of data sets can also be reduced with the aid of autoas�
sociative neural networks that represent their inputs using a smaller number of
variables than there are dimensions in the input data� Such networks try to re�
construct their inputs as faithfully as possible� and the representation of the data
items constructed into the network can be used as the reduced�dimensional ex�
pression of the data� Some linear and nonlinear associative memories have been
introduced by Kohonen 	����� The representations formed into the hidden layer

�The algorithm Hastie and Stuetzle ������ proposed for �nding discretized principal curves
resembles the batch version �Kohonen� ���	c� of the SOM algorithm� although the details are
di
erent�



��

of a multilayer perceptron have also been used for the dimension reduction task
�DeMers and Cottrell� ����� Garrido et al	� ���
�	 A special version of the multi�
layer perceptrons� a replicator neural network �Hecht�Nielsen� ���
� has even been
shown capable of representing its inputs in terms of their natural coordinates�	
This occurs for a somewhat idealized model when the inherent dimensionality q

of the data increases	 The natural coordinates correspond to coordinates in a
q�dimensional unit cube that has been transformed elastically to �t the distribu�
tion of the data	 The inherent dimensionality of the data is� of course� di�cult
to identify in practice	

The replicator neural networks could possibly be used for forming a visualiza�
tion of the data set by choosing q � �	 Although intriguing� the approach would
require a separate study that would compare both the quality of the results and
the computational requirements for a network having a practical size	 The learn�
ing of the multilayer perceptrons with the backpropagation algorithm �cf	� e	g	�
Rumelhart et al	� ����� is known to be very slow �Haykin� ������ but it is possible
that some alternative learning algorithms would be more feasible	

��� Self�organizing maps

The self�organizingmap �SOM� �Kohonen� ����� Kohonen� ����� Kohonen� ���
c�
Kohonen et al	� ����b� is a neural network algorithm that has been used for a
wide variety of applications� mostly for engineering problems but also for data
analysis �e	g	� Back et al	� ����� Blayo and Demartines� ����� Carlson� �����
Cheng et al	� ����� Garavaglia� ����� Mart�n�del�Br�o and Serrano�Cinca� �����
Marttinen� ����� Serrano�Cinca� ����� Ultsch� ����b� Ultsch and Siemon� �����
Var�s and Versino� ����� Zhang and Li� �����	 A comprehensive treatment of
the topic is provided by Kohonen ����
c�� here only aspects relevant for data
exploration and aspects needed for understanding the relationships between the
SOM and the other algorithms will be presented	

In this section the data mining tools have been divided into two categories�
clustering methods and projection methods	 The SOM is a special case in that
it can be used at the same time both to reduce the amount of data by clustering�
and for projecting the data nonlinearly onto a lower�dimensional display	

The basic algorithm is �rst motivated with a discussion of competitive learning
in Section �	�	�	 Some of its properties that are useful for data analysis are
then introduced in Section �	�	�	 Mathematical treatments of the algorithm� and
its relations to other algorithms are discussed in Section �	�	�	 Especially two
algorithms� the K�means clustering and the principal curves� are very closely
related to the SOM	 A mathematically oriented reader may wish to concentrate
on Section �	�	�� the algorithm is fully usable without any reference to competitive
learning	
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����� The self�organizing map algorithm

Competitive learning is an adaptive process in which the neurons in a neural
network gradually become sensitive to di�erent input categories� sets of samples
in a speci�c domain of the input space �Amari� ���	
 Didday� ���	
 Didday�
����
 Grossberg� ����
 Kohonen� ����
 Kohonen� ���
 Nass and Cooper� ����

P�rez et al�� ����
 Swindale� ���	
 von der Malsburg� ������ A kind of a division
of labor emerges in the network when di�erent neurons specialize to represent
di�erent types of inputs�

The specialization is enforced by competition among the neurons� when an
input x arrives� the neuron that is best able to represent it wins the competition
and is allowed to learn it even better� as will be described below�

If there exists an ordering between the neurons� i�e�� the neurons are located
on a discrete lattice� the self�organizing map� the competitive learning algorithm
can be generalized� if not only the winning neuron but also its neighbors on
the lattice are allowed to learn� neighboring neurons will gradually specialize to
represent similar inputs� and the representations will become ordered on the map
lattice� This is the essence of the SOM algorithm�

The neurons represent the inputs with reference vectors mi� the components
of which correspond to synaptic weights� One reference vector is associated with
each neuron called unit in a more abstract setting� The unit� indexed with c�
whose reference vector is nearest to the input x is the winner of the competition�

c � c�x� � argmin
i
fkx�mik

�g � ���

Usually Euclidean metric is used� although other choices are possible as well�

The winning unit and its neighbors adapt to represent the input even better
by modifying their reference vectors towards the current input� The amount the
units learn will be governed by a neighborhood kernel h� which is a decreasing
function of the distance of the units from the winning unit on the map lattice� If
the locations of units i and j on the map grid are denoted by the two�dimensional
vectors ri and rj� respectively� then hij�t� � h�kri� rjk� t�� where t denotes time�

During the learning process at time t the reference vectors are changed itera�
tively according to the following adaptation rule� where x�t� is the input at time
t and c � c�x�t�� is the index of the winning unit�

mi�t � �� �mi�t� � hci�t��x�t��mi�t�� � ���

In practice the neighborhood kernel is chosen to be wide in the beginning of the
learning process to guarantee global ordering of the map� and both its width and
height decrease slowly during learning�

The learning process consisting of winner selection by Equation � and adapta�
tion of the synaptic weights by Equation �� can be modeled with a neural network
structure� in which the neurons are coupled by inhibitory connections �Kaski and
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Kohonen� ����� Kohonen� �����	

����� Properties useful in exploring data

By virtue of its learning algorithm the SOM forms a nonlinear regression of the
ordered set of reference vectors into the input space	 The reference vectors form
a two
dimensional �elastic network� that follows the distribution of the data	

Ordered display� The ordered nature of the regression justies the use of the
map as a display for data items	 When the items are mapped to those units on the
map that have the closest reference vectors� nearby units will have similar data
items mapped onto them	 Such an ordered display of the data items facilitates
understanding of the structures in the data set	 Kohonen ������ was the rst to
propose using such displays to illustrate a data set	

The same display can be used for displaying several other kinds of information	
One clear advantage of always using the same display is that as the analysts grow
more familiar with the map� they can interpret new information displayed on it
faster and more easily	

For example� the map display can be used as an ordered groundwork on which
the original data variables� components of the data vectors� can be displayed in
their natural order	 Such displays have been demonstrated in Publication �	 The
variables become smoothed locally on the display� which helps in gaining insight
in the distributions of their values in the data set	 Such displays are much more
illustrative than� for instance� raw linearly organized statistical tables	 It might
also be useful to display the residuals� average di�erences of the variables from
their smoothed values	

Visualization of clusters� The same ordered display can be used for illustrat

ing the clustering density in di�erent regions of the data space	 The density of the
reference vectors of an organized map will re�ect the density of the input samples
�Kohonen� ����c� Ritter� �����	 In clustered areas the reference vectors will be
close to each other� and in the empty space between the clusters they will be more
sparse	 Thus� the cluster structure in the data set can be brought visible by dis

playing the distances between reference vectors of neighboring units �Kraaijveld
et al	� ����� Kraaijveld et al	� ����� Ultsch� ����b� Ultsch and Siemon� �����	

The cluster display may be constructed as follows �Iivarinen et al	� �����	 The
distance between each pair of reference vectors is computed and scaled so that
the distances t between a given minimum and maximum value� after optionally
removing outliers	 On the map display each scaled distance value determines
the gray level or color of the point that is in the middle of the corresponding
map units	 The gray level values in the points corresponding to the map units
themselves are set to the average of some of the nearest distance values �on a
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hexagonal grid� e�g�� to the average of three of the six distances toward the lower�
right corner�� After these values have been set up� they can be visualized as such
on the display� or smoothed spatially�

The resulting cluster diagram is very general in the sense that nothing needs
to be assumed about the shapes of the clusters� Most of the clustering algorithms
prefer clusters of certain shapes �Jain and Dubes� �	

��

A demonstration of a display constructed using SOM is presented in Figure ��

Figure �� A map display constructed using the SOM algorithm� The overall order of the
countries seems to correspond fairly closely to the Sammon�s mapping of the same data set
�Fig� ��� The most prominent clustering structures are also visible in both displays� Details on
how the map was constructed are presented in Publication 	� The size of the map was 
� by �
units�

Missing data� A frequently occurring problem in applying methods of statis�
tics is that of missing data� Some of the components of the data vectors are
not available for all data items� or may not even be applicable or de�ned� Sev�
eral simple �e�g�� Dixon� �		� and more complex �e�g�� Dempster et al�� �	�
approaches have been proposed for tackling this problem� from which all of the
clustering and projection methods su�er likewise�

In the case of the SOM the problem of missing data can be treated as fol�
lows� when choosing the winning unit by Equation �� the input vector x can be
compared with the reference vectors mi using only those components that are
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available in x� Note that none of the reference vector components is missing� If
only a small proportion of the components of the data vector is missing� the result
of the comparison will be statistically fairly accurate� When the reference vectors
are then adapted using Equation �� only the components that are available in x

will be modi�ed�
It has been demonstrated that better results can be obtained with the ap�

proach described above than by discarding the data items from which compo�
nents are missing �Samad and Harp� 	

��� However� for data items from which
the majority of the indicators are missing it is not justi�able to assume that the
winner selection is accurate� A reasonable compromise� used in Publication ��
is to discard data items with too many �exceeding a chosen proportion� missing
values from the learning process� Even the discarded samples can� however� be
tentatively displayed on the map after it has been organized�

Note� Although the SOM as such can be used to explore incomplete data sets�
some preprocessing methods may have problems with missing components of the
input data items� For example� normalization of the data vectors cannot be done
in a straightforward manner� Normalization of the variance of each component
separately is� in contrast� a viable operation even for incomplete data sets�

Outliers� In measurement data there may exist outliers� data items lying very
far from the main body of the data� The outliers may result� for instance� from
measurement errors or typing errors made while inserting the statistics into a
data base� In such cases it would be desirable that the outliers would not a�ect
the result of the analysis� This is indeed the case for map displays generated by
the SOM algorithm each outlier a�ects only one map unit and its neighborhood�
while the rest of the display may still be used for inspecting the rest of the data�
Furthermore� the outliers can be easily detected based on the clustering display
the input space is� by de�nition� very sparsely populated near the outliers� If
desired� the outliers can then be discarded and the analysis can be continued
with the rest of the data set�

It is also possible that the outliers are not erroneous but that some data items
really are strikingly di�erent from the rest� In any case the map display reveals
the outliers� whereby they can either be discarded or paid special attention to�

����� Mathematical characterizations

Rigorous mathematical treatment of the SOM algorithm has turned out to be
extremely di�cult in general �reviews have been provided by Kangas� 	

�� and
Kohonen� 	

�c�� In the case of a discrete data set and a �xed neighborhood
kernel� however� there exists a potential function for the SOM� namely �Kohonen�
	

	� Ritter and Schulten� 	
���

E �
X

k

X

i

hcikxk �mik
� � ���
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where the index c depends on the xk and the reference vectors mi �cf� Eq� ���

The learning rule of the SOM� Equation �� corresponds to a gradient descent
step in minimizing the sample function

E� �

X

i

hcikx�t��mik
� ���

obtained by selecting randomly a sample x�t� at iteration t� The learning rule
then corresponds to a step in the stochastic approximation of the minimum of
Equation 	� as discussed by Kohonen �
���c��

Note� In Equation 	 the index c is a function of all the reference vectors� which
implies that it may change when the gradient descent step is taken� Locally� if the
index c � c�xk� does not change for any xk� the gradient step is valid� however�

Relation to K�means clustering� The cost function of the SOM� Equation 	�
closely resembles Equation 
� which the K�means clustering algorithm tries to
minimize� The dierence is that in the SOM the distance of each input from
all of the reference vectors instead of just the closest one is taken into account�
weighted by the neighborhood kernel h� Thus� the SOM functions as a conven�
tional clustering algorithm if the width of the neighborhood kernel is zero�

The close relation between the SOM and the K�means clustering algorithm
also hints at why the self�organized map follows rather closely the distribution
of the data set in the input space� it is known for vector quantization that the
density of the reference vectors approximates the density of the input vectors for
high�dimensional data �Kohonen� 
���c� Zador� 
����� and K�means is essentially
equivalent to vector quantization� In fact� an expression for the density of the
reference vectors of the SOM has been derived in the one�dimensional case �Ritter�

��
�� in the limit of a very wide neighborhood and a large number of reference
vectors the density is proportional to p�x����� where p�x� is the probability density
function of the input data�

Note� Although the K�means clustering algorithm and the SOM are very
closely related� the best ways of using them in data mining are probably dierent�
Whereas in the K�means clustering algorithm the number K of clusters should
be chosen according to the number of clusters there are in the data� in the SOM
the number of reference vectors can be chosen to be much larger� irrespective of
the number of clusters� The cluster structures will become visible on the special
displays that were discussed in Section ������

Relation to principal curves� The SOM algorithm creates a representation
of the input data set that follows the data distribution� The representation of
the data set is also organized� One possible view �cf� Ritter et al�� 
���� to the
organization has been provided by the mathematical characterization of principal
curves �Hastie and Stuetzle� 
�����
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Each point on a principal curve is the average of all the points that project
to it� The curve is thus formed of conditional expectations of the data� For
discrete distributions it is not sensible to de�ne such curves� but it is possible
to construct practical algorithms if the data is �smeared� spatially� In the SOM
a similar smearing is performed by the neighborhood kernel in the adaptation
process �cf� Eq� �	� It is well
known in SOM literature that in the SOM each
reference vector represents local conditional expectations of the data items � the
batch map algorithm �Kohonen� ��c	 is essentially a manifestation of this idea�
The principal curves or manifolds are thus essentially continuous counterparts of
the SOM�

The principal curves also have another characterization which� based on the
previous discussion� may be used as one source in providing an intuitive under

standing of the SOM algorithm� The goodness of a curve in representing a data
distribution can be measured� for example� by the average �squared	 distance of
the data points from the curve� like the goodness of the K
means algorithm was
measured by the average �squared	 distance of the data points from the nearest
cluster� The principal curves are the critical points of this measure� i�e�� they are
extremal with respect to small� smooth variations �Hastie and Stuetzle� ��	�
This implies that any smooth curve which corresponds to a minimum of the
average distance from the data items is a principal curve�

A decomposition of the cost function� The cost function of the SOM�
Equation �� can be decomposed into two terms as follows �Lampinen and Oja�
��� here a discrete version will be presented	�

E �
X

k

kxk � nck
�
�
X

i

X

j

hijNikni �mjk
� � ���

Here Ni denotes the number of the data items which are closest to the reference
vectormi� and ni � ��Ni

P
xk�Vi

xk� where Vk is the Voronoi region corresponding
to the reference vector mi� When deriving this approximation is was assumed
that

P
j hij � � for all i� which holds exactly for toroidal maps when the kernel

h has the same shape for all i� and also away from the borders on a non�toroidal
map if the kernel di�ers from zero only locally�

The �rst term in Equation � corresponds to the cost function of the K�means
clustering algorithm� that is� the average distance from the data points to the
nearest cluster centroid� Here the clusters are not de�ned in terms of their cen�
troids� however� but in terms of the reference vectors mi� This �rst term may be
interpreted as one way of measuring how accurately the map follows the distri�
bution of the input data�

The second term� on the other hand� may be interpreted as governing the
ordering of the reference vectors� In considering the second term it may be of
help to note that ni and mi will in general be close to each other� since ni is
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the centroid of the cluster de�ned by mi� At a �xed point of the SOM algorithm
mi �

P
k hc�xk�ixk�

P
k hc�xk�i� which is closer to ni the more the neighborhood

kernel hci is centered around c� To minimize the second term the units that
are close to each other on the map should have similar reference vectors� since
the value of the neighborhood kernel is large� Units that lie farther away on
the map may� on the other hand� have quite dissimilar reference vectors� since
the neighborhood kernel is small and the distance thus does not make a large
contribution to the error�

����� Some variants

A rich variety of versions of the basic SOM algorithm have been proposed �cf�
Kohonen� ���	c
� Some of the variants aim at improving the preservation of
topology by using more �exible map structures instead of the �xed grid �Black�
more and Miikkulainen� ���� Bruske and Sommer� ���	� Fritzke� ����� Fritzke�
����� Martinetz and Schulten� ����� Martinetz and Schulten� ����
� While some
of these methods may be useful for other purposes� they cannot be used for visu�
alization� at least not as easily as the regular grid�

Some other variants aim at reducing the computational complexity of the
SOM� The speed of computation is an extremely important aspect in data min�
ing when vast databases are analyzed� In Publication � we used computational
speedups that have been developed by Kohonen� in the other studies the basic
SOM algorithm was used� Other speedup methods have also been proposed� For
example� a one�dimensional map can be enlarged simply by inserting a reference
vector between each pair of neighbors �Luttrell� ����
�

The search for the best�matching unit can be speeded up by constructing a
tree�structured SOM �Koikkalainen� ����� Koikkalainen� ���	� Koikkalainen and
Oja� ����
� where each level of the tree consists of a separate� progressively larger
SOM� The search for the best match then proceeds level by level� at each time
restricting the search to a subset of units that is governed by the location of the
best match in the previous� smaller level� The map is taught one level at a time�
starting from the smallest level� During teaching the best match search can be
done even more quickly if the data set is relatively small� the location of the best
match in the previous level can be tabulated for each input sample� The subset
of units in which the search for a winner needs to be performed can then be found
by a single table lookup�

Yet another fast approach is to construct a hierarchical tree of SOMs� where
the SOMs in the bottom layer treat di�erent subsets of the components of the
input variables� The outputs of the SOMs in the bottom layer are then combined
in a hierarchical manner towards the �nal SOM that takes into account the whole
input vector �Luttrell� ����
� Since each of the small SOMs receives only very
small�dimensional input vectors� the winning unit can potentially be sought with
a single� fast table lookup�
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Each of the computational speedups could potentially be useful� but the com�
parison of the methods would require a careful study� Most of the truly e�ective
speedups are suboptimal in the sense that they only approximate the original
SOM� and a careful study is therefore needed to guarantee that the results are
satisfactory for a given application�

Bishop et al� ��		
a� �		
b� have recently introduced a latent�variable density
model called Generative Topographic Mapping �GTM�� which is closely related
to the SOM and to principal curves� In latent variable models it is assumed that
the data set can be explained using a small set of latent variables� In principle the
latent variable space could be continuous� but in GTM a discrete grid like the grid
of the SOM is used for computational reasons� A probability distribution on the
latent grid is postulated to generate a probability distribution in the input space
through a parameterized model� Given an input data set� the goal of the GTM
is then to �t the model� in the maximum likelihood sense� to the data set� This
is done using the expectation�maximization �EM� algorithm �Dempster et al��
�	�� by iteratively estimating �rst the probability distribution on the latent
grid and then maximizing the likelihood of the input data� given the distribution�

The GTM is claimed to have several advantageous properties when compared
with the SOM� and no signi�cant disadvantages �Bishop et al�� �		
b�� It may
be useful to study these properties more closely to get a deeper understanding of
the relations and relative merits of the methods�

The GTM has an objective function� which may facilitate theoretical analy�
ses of the method� The SOM does not have an objective function if the input
data distribution is continuous �Erwin et al�� �		��� In practical applications the
data sets are always �nite� however� and the SOM does have a �local� objective
function� Equation �

The methods di�er in that the GTM does not have a neighborhood function
which governs the smoothness of the mapping in the SOM algorithm� In GTM
the smoothness is governed by the widths of certain basis functions that are used
in generating the probability distribution in the input space� The only essential
di�erence regarding the neighborhood then seems to be that in the SOM the
width of the neighborhood kernel is decreasing in time according to certain� well�
established schedules �cf�� e�g�� Kohonen� �		�c� Kohonen et al�� �		
a� whereas
in GTM the basis functions remain �xed�

One possible way of de�ning topology preservation is to require that the map�
ping from the lower�dimensional output space to the input space is smooth and
continuous� According to this de�nition at least a continuous version of GTM can
be interpreted to be topology preserving� Since even smooth� continuous map�
pings can be very �twisted�� however� a measure of the regularity of the mapping
is also needed� Most of the attempts to measure the topology preservation of
the SOMs have in fact aimed at measuring the goodness �or regularity� of the
mapping� some approaches will be discussed in Section ���� Measures that help in
choosing basis functions that provide suitably regular mappings would probably
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be useful in the case of the GTM� as well�
It is probably useful in practical applications that di�erent mappings gener�

ated with the GTM algorithm can be compared by comparing their likelihoods�
Likelihoods have a straightforward interpretation� Neither the objective function
of the SOM� Equation �� nor the goodness measure presented in Publication �
can be interpreted in this manner� These methods enable� however� selecting the
best mapping from among a set of candidate mappings� which is the main goal
in most applications�

It remains to be seen how important the advantages of the GTM are in prac�
tical applications� In addition to the advantages there is one undisputed dis�
advantage� however� the computational complexity� Computation of the GTM
requires almost twice the time of the SOM 	Bishop et al�� 
���b�� Moreover�
this di�erence is probably enhanced if the speedup methods discussed in this sec�
tion are introduced� since it may be dicult to apply similar speedups to GTM�
Most of the speedup methods reduce the computational complexity of the best
match search� there are� however� no best matching units in GTM since all units
contribute directly in representing each input�

����� Notes on statistical accuracy

The question of how large the SOM grid should be has a simple answer if there
is an unlimited number of learning samples available� as large as the available
computational resources allow�� In Publication 
 this is essentially the case�

If the data set consists of a �nite sample from a larger data set� then the
question of the statistical accuracy of the map must be considered� i�e�� whether
the correct positions of the reference vectors can be estimated accurately based
on the available data�

The question is especially important if the map is to be used later for dis�
playing new data items� If the new items can be assumed to follow the same
distribution as the items that were present while learning� and if the map is
statistically accurate� then the new items can be displayed as accurately as the
old ones� In high�dimensional spaces it is in general very dicult to achieve
sucient statistical accuracy since the samples are necessarily sparse� By �tting
lower�dimensional structures like the SOM grid to the data set in an unsupervised
manner� however� there is some hope of a generalizability of the results�

A possible rule�of�thumb for choosing a suitable size for the map might be that
the number of free parameters should be at most� say� a certain fraction of the
number of values used for estimating them� It seems� however� that it is dicult
to compute the number of free parameters in the SOM� since the neighborhood
kernel restricts the placement of the reference vectors� A rule�of�thumb that is

�Increase in the map size brings more resolution into the mapping� The �sti�ness� of the map�

or smoothness of the mapping� can be controlled independently of the map size by changing

the �nal width of the learning neighborhood�
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based directly on the total number of parameters in the SOM may then be overly
conservative�

If the goal of data analysis is merely to visualize a given data set for ex�
ploratory purposes as in Publication �� and if no new samples need to be mapped
later� then the map can be taught to represent the given input data set with a suf�
�cient statistical accuracy by sampling with replacement even from a small data
set during the computation of the map� Then� of course� there is no guarantee
that the map will generalize well to new data� The SOM is useful� however� even
for maps having more units than there are data items� Even if the map passed
through all data items� it would do so in an ordered manner and the distances
between close�by data item pairs could be visualized on the map displays using
the methods discussed in Section ������

A brief introduction to one application of the SOM may serve to illustrate
this point� A one�dimensional circular SOM can in e	ect be used for �nding an
approximate solution to the traveling salesman problem 
Ang�niol et al�� ����
Budinich� ���� �nd the shortest route that passes through all of the data items
once� The map forms a path that follows the data distribution� i�e�� extends close
to each data item� A two�dimensional map follows the data in a similar manner�
It forms an �elastic network� that can follow the data the more closely the more
there are map units� 
Note� however� that the �smoothness� or regularity of the
mapping can be controlled independently of the map size by changing the width
of the neighborhood kernel��

Setting the number of nodes approximately equal to the number of the in�
put samples seems to be a useful rule�of�thumb for many applications when the
data sets are relatively small� More extensive empirical investigations should be
done� however� for example by cross�validating the results utilizing either the cost
function 
Eq� �� or the measures presented in Publication ��

��� Relations and di�erences between SOM and MDS

Relations of the mappings in the ideal case� The relative performance
of the di	erent algorithms in reducing the dimensionality of the input data has
been studied in several articles 
Bezdek and Pal� ��� Flexer� ��� Goodhill
et al�� ��� Kraaijveld et al�� ��� Kraaijveld et al�� ��� Mao and Jain� ����
In these studies the measures of performance were� however� mostly related to
the preservation of the distances between points� In none of the studies has a
cost function of the SOM�type 
Eq� �� been considered although for example the
cost function of the Sammon�s mapping 
Eq� �� has been used� It may not be
surprising that Sammon�s mapping is a good method according to that measure�
Goodhill et al� 
���� on the other hand� de�ne the preservation of neighborhoods
as the preservation of distance ordering� which is the goal of nonmetric MDS�

The approach of comparing pattern classi�cation capability in the original
and the mapped space 
Kraaijveld et al�� ��� Kraaijveld et al�� ��� might be



��

a valid measure of feature extraction performance� but unfortunately it cannot
be used for unlabeled data sets�

Since the methods pursue di�erent although related goals� a more productive
approach than trying to quantify their relative performance may be to analyze
their di�erences qualitatively� Below� a short nonformal delineation of the dif�
ferences between the SOM and the other methods is presented� based on the
di�erences of their cost functions�

The relation between the SOM and clustering methods on one hand� and the
nonlinear distance�preserving projection methods on the other� is perhaps best
revealed by the decomposition of the SOM cost function� Equation �� The SOM
both performs clustering �	rst term in Eq� �
 and organizes the clusters �second
term in Eq� �
� it can thus be used� at the same time� both for reducing the
amount of data and for projecting it onto a low�dimensional display�

The essential di�erence between the projection formed by the SOM and the
nonlinear distance�preserving projection methods �MDS
 seems to be that the
SOM tries to form a locally correct projection� whereas the MDS methods try to
directly preserve all interpoint distances� This applies also to nonmetric MDS�
although it only tries to preserve the rank order of the distances� it nevertheless
treats all distances equally�

Sammon�s mapping emphasizes the preservation of the local distances� The
SOM does not� however� try to preserve the distances� but instead forms a kind of
a homeomorphism� an order�preserving nonlinear regression� of the map grid into
the data set� The order is determined by the neighborhood kernel� If the kernel
is localized �narrow
� the order is determined locally� Global order arises because
of the local interactions and because the gradual narrowing of the neighborhood
kernel aids in avoiding unordered� con	gurations�

In the general case a high�dimensional space cannot of course be accurately
mapped onto a low�dimensional one by any method� In such cases the results of
the SOM and those of the distance�preserving projection methods may be quite
di�erent� Since it is not possible to preserve all distances� it is quite possible that
the MDS methods preserve most distances approximately and some distances
poorly� Especially in the metric MDS the long distances will dominate over the
shorter� local ones� In the SOM� in contrast� the localized neighborhood kernel
determines that only the local distances will contribute to the error function�

In terms of exploratory data analysis the di�erence might be interpreted as
follows� in the MDS methods the coarse global order of the projected data items
will probably be more accurate and they� by de	nition� provide a more accurate
view of the distances between the data items� The SOM� in contrast� tries to
guarantee that items projected to nearby locations are similar� whereby the local
order and local clustering structures shown on the map display are always as
trustworthy as possible� Global structures will usually be displayed as well� but
the local ones are considered to be more important�

The di�erence therefore seems to be that MDS tries to preserve the metric
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�or� in the case of nonmetric MDS� the global ordering relations� of the original
space� whereas the SOM tries to preserve the topology� i�e�� the local neighborhood
relations� Sammon�s mapping lies in the middle� it tries to preserve the metric�
but considers preservation of local structures more important than the other MDS
methods do�

It may be hard to de	ne topology preservation rigorously for 	nite discrete
structures� but it may still be possible to construct viable practical measures of
how well the neighborhood relations are preserved� Such measures are discussed
in more detail in Section ��� and in Publication 
�

The di�erence between methods that preserve distances and methods that pre�
serve topology can perhaps be clari	ed through a hypothetical experiment with
a data set consisting of a curved two�dimensional surface in a three�dimensional
space� Distance�preserving methods require three dimensions to describe the
structure of the data adequately� Topology�preserving methods like the SOM� on
the other hand� only need two dimensions� The elastic network� that the map
forms can follow the curved surface in the data space�

Computational properties� It is common to all MDS methods that they
do not construct an explicit mapping function� but instead the projections of
all samples are computed in a simultaneous optimization process� Thus� new
samples cannot be projected without recomputing the whole projection� at least
not accurately�

At least in the case of Sammon�s mapping this problem may be alleviated
somewhat by computing the projection with a multilayer perceptron�type network
which learns to minimize the cost function� This can be done by using a learning
rule that is analogous to the error backpropagation algorithm �Mao and Jain�
������ The method does not necessarily reduce the computational complexity of
the original algorithm since the backpropagation learning rule is computationally
very intensive� but it generalizes the mapping to new samples� An alternative
approach is to use a radial basis function �RBF� network to construct the distance�
preserving mapping �Webb� ������ this could be a promising alternative to the
original MDS methods�

The optimization of the cost functions of the MDS methods requires compar�
isons between all pairs of vectors� whereby their computational complexity is of
the order of N�� O�N��� where N is the number of data items� The computa�
tional complexity of the SOM is K�� where K is the number of map units� each
learning step requires O�K� computations� and to achieve a su�cient statistical
accuracy the number of iterations should be at least some multiple of K�

If the size of the map is of the order of the number of input samples as in
Publication �� the computational complexities of the methods are of the same
order of magnitude� If reduction of complexity is needed� the resolution of the
SOM can be reduced by using a smaller map� It is also possible to use faster
versions of the algorithm� discussed in Section ������ or a parallel implementation�
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In Publications �� �� and � a massively parallel CNAPS neurocomputer was used
to perform part of the SOM computations�

It has been proposed �Chang and Lee� ��	�
 that the computational complex�
ity of Sammon�s mapping could be reduced by applying it only to a representative
subset of the total data set� The rest of the data items could then be mapped
one by one� thereby only trying to optimize their distances from the xed subset�
This method is not as accurate as the original� however�

Besides the computational complexity� the existence of local minima in the
cost functions may also cause problems� On the basis of empirical experience
Sammon�s mapping can easily get stuck at local optima �cf� Mao and Jain� �����
and Ripley� ����
� and in practice the computation of the projection must be
repeated several times starting from di�erent initial congurations� The SOM al�
gorithm� on the other hand� seems to be quite robust if the learning is begun with
a wide neighborhood� which then shrinks gradually to its nal narrow form �Ko�
honen� ����c
� There may be some di�erences in the resulting maps� depending
on their initial state and the stochastic input sequence� however� and the e�ect
of the di�erences in the actual use of the maps should be quantied empirically�
The measures proposed in Publication 	 might thereby be of help�

Combinations of the methods� Since the di�erent methods display di�erent
properties of the data set� the most useful approach is probably to use several
of them together� An especially useful combination seems to be rst to reduce
the amount of data either by clustering or by the SOM� and then to display
the reference vectors with some distance�preserving projection method to gain
additional insight� In his original paper Sammon suggested that clustering could
be used as a front�end to his mapping algorithm �Sammon� Jr�� ����
� If the
SOM is used to perform the clustering� there will be two di�erent views to the
same data available� which would certainly be useful�

It has also been proposed �Demartines� ����� Demartines and H�rault� ���	

that in a combination of some vector quantization algorithm followed by metric
MDS �or Sammon�s mapping
� the cost function of the latter could be modied
slightly by introducing a decreasing weighting function F �

EM � �

X

k ��l

�d�k� l�� d��k� l���F �d��k� l�� � ���


The function F forces the mapping to concentrate on local distances�

� STAGES OF SOM�BASED EXPLORATORY DATA

ANALYSIS

In this section guidelines are presented for using the SOM in practical applications
such as the case studies in the Publications belonging to this thesis� Related
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treatments have been presented earlier �Kaski and Kohonen� ����� Kohonen�
����c	


The basic steps in applying the SOM are quite standard although� as usual
in exploratory data analysis� care must be taken in choosing the inputs and in
evaluating the results to avoid misleading conclusions
 The steps of the analysis
can be used interactively by modifying the composition of the data set on the
basis of insight gained during the previous round


The �rst step in the analysis consists of the choice of the data set� although
this step seems evident it cannot be stressed too much
 No matter how good
the methodology is the results will fundamentally depend on the quality and
suitability of the data
 Even good methods may only aid in the process of gaining
insight into the nature of the data


��� Preprocessing

Feature extraction� the choice of suitable representations for the data items� is
a key step in the analysis
 All unsupervised methods merely illustrate some
structures in the data set� and the structures are ultimately determined by the
features chosen to represent the data items
 The usefulness of di�erent prepro
cessing methods depends strongly on the application
 Therefore a comprehensive
treatment would be an immense task� and only the basic approaches used in the
case studies can be introduced here


If the data comes from a process of which there exists some a priori knowledge�
this information should of course be used for choosing the features
 This is the
case with the EEG signal �Publication �	� it is known that the frequency content
of the signal depends� for instance� on the vigilance of the individual
 The better
the features can be tailored to re�ect the requirements of the task the better the
results will be
 In general� however� the task of tailoring requires considerable
expertise both in the application area and in the data analysis methodology
 Some
experiments with a method that is potentially useful as an automatic feature
extraction stage are reported in Publication �


Sophisticated feature extraction methods are also required in the case of min
ing symbolic information like text� for which no evident automatically available
semantic features exist
 Similarity relations computed based on the forms of
the words would convey almost no information about the meaning and use of
the words
 Contextual information can� however� be used for constructing useful
similarity relationships for textual data �Ritter and Kohonen� ����	
 A system
that utilizes representations of the �average context� of words to represent the
words� and suitably processed word category histograms to represent documents
is discussed in Publications �� �� �� and �


Besides the choice of the features� their scaling must also be chosen before
applying the SOM algorithm
 If there exists knowledge of the relative impor
tance of the components of the data items� the corresponding dimensions of the
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input space can be scaled according to this information� The importance may
in some applications be estimated automatically by� for example� an entropy�
based criterion �Publication ��� If no such criterion is available the variance of
all components may be scaled to an equal value as was done in Publication 	�

The importance of choosing a set of indicators that describes the phenomenon
of interest and nothing else� and proper scaling of the indicators cannot be over�
stressed� Even the best analysis methods cannot overcome all mistakes made at
this stage�

��� Computation of the maps

Detailed guidelines for how to actually compute the maps are given by Kohonen
�
���c�� as well as in the documentation of the public domain program package
SOM�PAK �Kohonen et al�� 
��a�� The reference vectors are �rst initialized
to lie in an ordered con�guration on the plane spanned by the two principal
eigenvectors of the data� and thereafter taught in a two�phase process� The
learning starts with a wide neighborhood kernel covering most of the map� and
during the �rst phase the kernel quickly narrows close to its �nal width� at the
same time becoming smaller in its peak amplitude� During the second� longer
phase� the neighborhood kernel continues from the narrower form and slowly
shrinks to its �nal width and magnitude� The �rst phase enforces a global ordering
of the map� while in the second phase the �nal accurate state of the map is formed
gradually� The �nal neighborhood width determines the �sti�ness� of the map�
i�e�� how closely the map will follow the local structures in the data�

��� Choosing good maps

Since the SOM learning process described in Section 	���
 is stochastic� there
will be some variation left in the learning results� Thus� to ensure good quality
several maps can be computed and the best map can be chosen according to the
cost function� Equation ��

The cost function of the SOM is speci�c to the size of the map and to the
topology of the map lattice� which is de�ned by the neighborhood kernel� The
value of the cost function will generally decrease as the map size increases� and
increase as the width of the neighborhood function increases� Thus� it cannot be
used to compare maps with di�erent sizes or neighborhood kernels� some auxiliary
criteria are therefore needed�

A measure of how well a map preserves the topology of the input space might
be a suitable auxiliary criterion of map goodness� Topology preservation has�
however� turned out to be quite di�cult to de�ne sensibly for a discrete grid�
There seem to exist two di�erent approaches for measuring the degree of topology
preservation �speci�c examples have been reviewed in Publication �� additional
approaches have been proposed at least by Zrehen� 
���� and H�m�l�inen� 
�����
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In the �rst approach the relations between the reference vectors and the relations
between the corresponding units on the map lattice are compared� For example� it
can be measured how often the line connecting the reference vectors of neighboring
units will be dissected by the Voronoi region of some other unit than the endpoints
�Zrehen� ����	� The Voronoi region of unit i is de�ned to be the set consisting
of the points in the input space that are closer to mi than to any other reference
vector�

An alternative approach for measuring topology preservation is to use input
samples to determine how continuous the mapping from the input space to the

map grid is� If the two reference vectors that are closest to a given data item are
not neighbors on the map lattice� then the mapping is not continuous near that
item�

Neither of these approaches takes into account the accuracy of the map in
representing the data� the �rst term in the decomposition of the cost function
�Eq� �	� In Publication 
 it is proposed that the goodness of the SOM could
be measured by using a sum of the accuracy and a suitably chosen index of the
topology preservation �cf� Fig� �	�
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Figure �� One method for measuring the goodness of SOMs consists of computing� for a repre�

sentative set of input samples x� the distance from x �rst to the closest reference vector� and

thereafter to the second�closest reference vector along the map� The index of goodness is the

average of these distances� If the mapping from the input space to the map grid is continuous

near x the distances are generally smaller than when the mapping is discontinuous� The dots

denote reference vectors of a one�dimensional map in a two�dimensional input space� Reference

vectors of neighboring map units have been connected with thin lines� The thick line indicates

how the distance is computed� For two�dimensional maps the distance is computed using the

shortest path along the map�

A related measure has been proposed by Minamimoto et al� �����	 for analyz�
ing the topological structure of the data space� There are two essential dierences
between the measures� however� �rst� Minamimoto et al� combine qualitatively
dierent measures using a linear combination� The coe�cients of the combination
may then be di�cult to choose� whereas in Publication 
 the measures that are
combined measure distances in the same space� Second� Minamimoto et al� also
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combine the number of reference vectors in the measure� We� however� consid�
ered the size of the map only indirectly� to the extent that is contributes to the
preservation of the topology�

The best way to use the measure of goodness for choosing a map� assuming
there are enough computational resources� seems to be to teach a set of maps
with each choice of the map size and the neighborhood kernel� The map that
minimizes the cost function �Eq� �� is then chosen from each set� Of the resulting
set of best maps� the �nal map is chosen according to the measure of goodness
presented in Publication ��

Some additional notes� for which there was no space in Publication �� are
given below	

Note �� Sparse data� If the data set is sparse� consisting only of a few sam�
ples per map unit� it becomes more di
cult to measure topology preservation� A
judgment of the continuity of the mapping based on a sum over the data sam�
ples may become inaccurate� It may then be useful to consider� along with the
distance between the nearest and second�nearest reference vector as was done
in Publication �� the distance to the third�closest reference vector etc�� weighted
suitably�

Note �� High dimensionality� One motivation for using an index of conti�
nuity of the mapping from the input space to the map grid as a measure of the
goodness of the mapping stems from the fact that the lower�dimensional SOM
grid tends to fold when trying to follow a distribution of a higher dimensionality�
Discontinuities in the mapping could then indicate the presence of such folds�
This motivation may be misleading for high�dimensional data spaces which are
necessarily sparse because of the �curse of dimensionality� �cf� Bellman� ����
There may be too few samples for distinguishing between a non�linear curve and a
sample from a higher�dimensional distribution� for instance� The goodness mea�
sure proposed in Publication � may� however� be a useful index of the regularity of
the mapping even in such cases� and if there are local lower�dimensional regions
in the input space the measure will be useful in those regions�

Note �� Computational complexity� The proposed measure is fairly com�
putationally intensive� It requires searching for the shortest path between each
pair of units on the map� based on the distances between the reference vectors
in the data space� The measure can� however� be computed using dynamic pro�
gramming �cf�� e�g�� Sedgewick� ����� which reduces the complexity� A coarse
estimate of the measure� suitable for very large maps� might also be obtained by
computing the distance along the reference vectors of the units that lie on the
shortest path along the map lattice� or even by computing the distance along the
map lattice�
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��� Interpretation� evaluation� and use of the maps

Interpretation� The interpretation of the �ndings of exploratory data analy�
sis depends� of course� on the application� There exist� however� some general
methods that may aid in the interpretation process�

Some caution is due at the very beginning of the interpretation� although
the map metaphor may be useful for intuitively understanding what kinds of
applications would be worthwhile� it does not necessarily hold all the way through
to the interpretation of the map� Road maps� for example� basically only scale

the distances� but the SOM may transform the locations of the data items in
a highly nonlinear manner� Therefore it is not sensible to try to interpret the
vertical and horizontal axes of the map in general� although in some special cases
as in Publication � there may exist straightforward interpretations� If desired�
simple interpretations may be sought by displaying auxiliary information on the
map display and by inspecting its distribution� In Publication � the longer axis
of the map seems to correlate with the overall economical welfare as measured by
the GNP 	gross national product
 per capita�

Since the SOM tries above all to preserve local structures� the interpretation
of the map should predominantly be done locally� based on the local relations of
the data items on the map� The global structure is often useful as well� however�
Di�erent properties of the reference vectors and of the data items can be visualized
on the map display to aid in the interpretation� as was discussed in Section ������

If the data items come from a time�varying process� it is possible to visualize
the trajectory of the successive samples on the map� and thereby to monitor the
state of the process on an easily understandable visual display 	cf�� e�g�� Alander
et al�� ��� Kangas� ���� Kasslin et al�� ���� Kohonen� ���c� Tryba and Goser�
��
� Such trajectory displays are used in Publication �

Yet another method that aids in the interpretation of the maps� provided
that some external information like class labels is available� is to plot the labels
on the organized map� The distribution of the samples of each class� plotted
on the map as a density histogram� may also help in the interpretation process�
Distributions of samples containing di�erent types of background EEG activity
have been displayed in Publication � and di�erent discussion topics 	Usenet
newsgroups
 in Publication ��

If the distributions of the known classes are overlapping such displays can even
be used to explore the degree of overlap in di�erent types of samples� whereby
it may be possible to gain insight into whether the classes actually co�exist or
whether new kinds of features should be added to the data items to make the
classes more easily separable�

Displays of the reference vectors may also be useful� The methods for visu�
alizing high�dimensional data discussed in Section �� could be used� as well as
some application�speci�c visualization methods like the head�shaped displays in
Publication �
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Evaluation� The quality of the map display should generally be evaluated by
an expert in the application area� If samples having known classes are available�
it is potentially useful to try to classify the samples using the map� Each map
unit is labeled according to a majority voting of the samples� after which all
samples that are projected into a unit are classi�ed according to its label� The
classi�cation accuracy then indicates how well the classes are separated on the
map� and the classi�cation accuracy of new samples measures the generalizability
of the result� Classi�cation accuracy was used in this manner in Publications ��
�� and ��

The generalizability of the results could also give some indication of the quality
of the mapping� Generalizability could be measured as the sensitivity of the map
to small variations in the input data� caused either by adding arti�cial noise or
by cross	validation� For the purposes of exploratory data analysis the sensitivity
of the visualization should be measured instead of the sensitivity of the reference
vectors of the SOM as such� In Publication 
 one possible sensitivity measure
is presented� it re�ects the dierence in how two maps represent visually the
relations between pairs of data items�

Use of the organized maps for exploratory data analysis� The illustra	
tions formed by the SOM can be used as such� as tools for gaining insight into
a data set� They can also be used to summarize data sets� together with the
results of explorative research� or even as a decision	support system �DSS� �cf�
Serrano	Cinca� ������

The SOM can be used in facilitating exploration of a data set� searching for
known kinds of data� �ltering of new incoming data� as well as visualization of
the results�

The SOM can also be used for extracting clusters automatically �Lampinen
and Oja� ����� Murtagh� ����� Pedrycz and Card� ����� Var�s and Versino�
������ and for rule extraction �Ultsch� ����a��

� CASE STUDIES

This thesis consists of three case studies in addition to some methodological devel	
opments� Although the case studies serve here as demonstrations of the use of the
SOM in three dierent kinds of analysis tasks� an equally important motivation
behind the studies has been the need for the actual applications themselves�

��� Multichannel EEG signal

The electroencephalogram �EEG� �Lopes da Silva et al�� ����� Niedermeyer and
Lopes da Silva� ���
� Nunez� ����� consists of a set of signals measured with elec	
trodes on the scalp� The pattern of changes in the signals re�ects some large	scale
brain activity� for example the occurrence of certain kinds of oscillation patterns



��

is known to be correlated with certain vigilance states of the subject� In addition
to brain activity� the EEG also re�ects activation of the head musculature� eye
movements� interference from nearby electric devices� and changing conductivity
in the electrodes due to the movements of the subject or physiochemical reac�
tions at the electrode sites� All of these activities that are not directly related
to the current cognitive processing of the subject are collectively referred to as
background activity below�

EEGmeasurements provide plenty of continuous�valued� time�dependent data�
and an EEG�speci�c feature extraction procedure is needed for revealing interest�
ing activity patterns� In Publication � the background EEG activity is visualized
using the SOM� after extracting frequency�based features from the short�time
spectra of the EEG signals of all channels� The ����dimensional data items cor�
respond to the short�time frequency content of the EEG in multiple bands and
in multiple locations on the scalp�

The resulting map distinguished between di	erent kinds of background ac�
tivity� The di	erent activity types were predominantly projected onto di	erent
areas of the map� Each of the areas was more or less connected� even though sam�
ples from many subjects were used� By visualizing the trajectory of successive
data items it is possible to monitor changes in the background activity� and the
types of activity underlying di	erent map areas can be inspected by visualizing
the reference vectors�

��� Statistical tables

The standard of living involves a wealth of di	erent aspects ranging from health
and education to the quality of the environment� It is a very time�consuming
task to acquire insight into a statistical table of indicators that represents the
numerous relevant aspects� Such a task is then a precisely suitable application
for exploratory data analysis methods�

In Publication 
 a total of �� indicators describing di	erent aspects of the
standard of living were chosen from a World Development Indicator set World
Bank� ���
�� and a display of the structures of welfare and poverty that the
data set reveals was set up using the SOM� The dominant axis on the map was
found to be correlated with the GNP per capita� which was not included into
the teaching corpus� by displaying the distribution of the GNP per capita values
on the groundwork formed of the organized map� The interpretation of the �ne
structures of welfare and poverty can be done by inspecting the distributions of
the values of the original indicators on the map groundwork�

In this study the input data set was �nite� and the components of the data
items were scaled to have equal variance� since it would have been di�cult to
determine di	erences in their importance� In the study it was also demonstrated
how the missing value problem can be treated�
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��� Full�text document collections

A project that aims at constructing methods for exploring full�text document
collections� the WEBSOM� started from Timo Honkela�s suggestion of using the
�self�organizing semantic maps� �Ritter and Kohonen� �	
	� as a preprocessing
stage for encoding documents� When the documents are organized� using this pre�
processing stage� on a map in such a way that nearby locations contain similar
documents� exploration of the collection is facilitated by the intuitive neighbor�
hood relations� Structures in the collection can be visualized with the methods
described in Section ����

The basic method is described in Publication �� experiments with very large
maps and document collections are in Publication �� and the browsing interface
and exploration examples are in Publication �� A partly supervised version of the
method has also been constructed �Honkela et al�� �		��� The maps that have
been presented in the publications are available for exploration in the Internet at
the address http���websom�hut�fi�websom��

The advantages gained by using such a SOM�based feature extraction stage
in WEBSOM are analyzed in more detail in Publication �� It has turned out
that the self�organizing semantic map can be used to form a computationally
e�cient approximation of a probabilistic model that takes into account contextual
information in encoding the documents�

����� Recent developments

It has turned out quite recently that a simpler document encoding method than
the one that was used in the Publications might produce even better results�

It is a standard practice in information retrieval �IR� �Salton and McGill�
�	
�� to encode documents with vectors� in which each component corresponds
to a di�erent word� and the value of the component re�ects the frequency of oc�
currence of the word in the document� If word sk occurs n

�j�
k times in document j�

p
�j�
k is de�ned to be equal to n

�j�
k �
P

k� n
�j�
k� � and ek is the unit vector corresponding

to the kth vector component� it is possible to code the document j by

a
�j�
�

X

k

p
�j�
k ek � ����

A problem with this encoding method is that if the vocabulary is very large the
dimensionality of the vector is also high� In the Publications this problem was
solved by eliminating some of the most common and some of the rarest words�
and by clustering the words into word categories� �Actually an extended version
of Equation �� was used� where probabilistic information about the similarity of
use of di�erent words was incorporated into the coe�cients p

�j�
k ��

An alternative approach for reducing the dimensionality is simply to reduce
the dimensionality of the vectors ek that in e�ect represent the words� A simple
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method is to project them randomly to a space of a lower dimensionality �Ritter
and Kohonen� �����	 It has turned out in experiments that using the reduced

dimensional version of Equation �� without any contextual information results in
better separability of di�erent Usenet discussion areas �accuracy of the newsgroup
separation was ��	� � than using either the current WEBSOMmethod �accuracy
��	� �� or a method where vectors estimated based on contextual information are
used in the place of the ek �Gallant et al	� ����� Gallant� ����� �accuracy ��	� �	
The experimental procedures have been described in more detail in Publication �	
If this reduced
dimensional version of Equation �� is used� however� the fast
processing of documents by table lookups and subsequent convolutions� used in
Publications �� �� �� and �� would become impossible	

These preliminary results need more thorough validation	 It may in any case
be concluded that the methods for utilizing contextual information can still be
improved	

� FURTHER DEVELOPMENTS

��� Feature exploration with the adaptive�subspace SOM

Feature extraction is perhaps the most di�cult task of the whole enterprise of data
exploration	 The components of the data vectors should be selected and prepro

cessed so that the relations between the representations of the data items would
correspond to meaningful relations between the items	 Considerable expertise in
the application area may be required for building suitable feature extractors	

The adaptive
subspace SOM �ASSOM� �Kohonen� ����a� Kohonen� ����b�
Kohonen� ����c� Kohonen� ����� is a step towards a more general
purpose feature
extractor� it extracts invariant features from its input� features that are invariant
to the particular transformation that has operated on the inputs	

The ASSOM could act as a learning feature extraction stage that produces
invariant representations to be explored by the SOM� or in feature exploration	
The ASSOM extracts the invariant features with �lters that are formed auto

matically based on short sequences of input samples during the learning process	
Insight into the processes that have produced the data set might then be gained
by visualizing the resulting �lters	 The visualization is particularly easy since the
representations of the ASSOM are ordered just as in the basic SOM	

In Publication � the study of the ASSOM algorithm is continued� both the the

oretical treatment and the scope of the experimental simulations are broadened	
It is demonstrated that features invariant to di�erent kinds of transformations
can be extracted� and that areas in which all units have been specialized to be
invariant to one of the transformations emerge if several transformations have
been present in the training data� albeit at di�erent times	



��

����

��

�
�
�
� ��

��

�
�
�
�

��

�
�
�
�

��
��

�
�
�
�

��
��
��
��

��

��

��

�� ���� ��

�� �� ���� ��

����

����
�
�
�
�

����

�
�
�
�

��

����
��
��
��
��

��

����

�
�
�
�

���� �� ���� �� ���� ��

��
��
��
��

����

��

��

��

�
�
�
�

��
��
��
��

�
�
�
�

��
��
��
��

Input space�
ml

k

l

mk

Map grid�

Figure �� The nonlinearity of the SOM is taken into account by de�ning the distance between

map units to be the distance along the �elastic network� formed of the map in the input space�

On the left the reference vectors of a two�dimensional map in a two�dimensional input space

have been denoted by dots� Neighboring reference vectors have been connected with thin lines�

Distance between units k and l is drawn with the thick line� Depending on the values of the

reference vectors the path along which the distance is computed need not be the shortest path

on the map grid	 as shown on the right�

��� Comparison of knowledge areas

If SOMs were adopted on a large scale for summarizing information in various
data sets� it might be of use to be able to compare the data sets indirectly
by comparing the �summaries� formed by the ordered sets of reference vectors�
Possible application areas could include the comparison of organizational data
��data warehousing�� making data on an organization or company available for on	
line retrieval is nowadays quite popular� cf� Fayyad et al�� 
���c and comparison
of the expertise of di�erent parties for deciding what they could learn from each
other�

Such comparisons of di�erent maps should focus on the �equivalence of use��
or similarity of the representations of knowledge the maps form� A measure
of the similarity of two maps based on how they represent relations between
data items has been presented in Publication �� The relation� here the distance�
between the representations of two data items on the map display is computed
taking into account the nonlinearity of the map� the distance between each pair
of neighboring map units is �rst de�ned to be the distance of the corresponding
reference vectors� The distance of any two map units is de�ned to be the distance
along the minimum path from one of the units to the other� along the map �cf�
Kraaijveld et al�� 
���� Kraaijveld et al�� 
���� The computation of the distance
is illustrated in Figure �� The distance between any two data items is then
de�ned to be the sum of the distances from each of the data items to the closest
reference vector� plus the distance between the corresponding units on the map�
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The measure of the �dis�similarity of two maps� a metric for SOMs� can then be
constructed by comparing the relations of pairs of data items on the two maps�

� CONCLUSION

In this thesis methodologies have been established for applying self�organizing
maps in the exploratory analysis of large data sets� The methods have been
demonstrated in three di�erent kinds of case studies� continuous�valued dense
data �EEG signals�� continuous�valued sparse data �indicators of the standard of
living of di�erent countries�� and discrete�valued data �full�text document collec�
tions��

The self�organizing maps illustrate structures in the data in a di�erent man�
ner than� for example� multidimensional scaling� a more traditional multivariate
data analysis methodology� The SOM algorithm concentrates on preserving the
neighborhood relations in the data instead of trying to preserve the distances
between the data items� Comparisons between methods having di�erent goals
must eventually be based on their practical applicability� Here the SOM has
been shown to provide a viable alternative�
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APPENDIX� KEY TO THE COUNTRY NAMES
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ALB Albania

ARE United Arab Emirates

ARG Argentina

AUS Australia

AUT Austria

BDI Burundi
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DNK Denmark
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IRL Ireland

IRN Iran� Islamic Rep�
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ITA Italy
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MEX Mexico
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MYS Malaysia
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NIC Nicaragua

NLD Netherlands

NOR Norway
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USA United States
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