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Figure 9: Effect of changing the number of hidden nodes of
the hypernetwork on the quality of the interpolated flows.

In this supplementary document, we provide additional
ablation experiments (Sec. A) and visual results (Sec. B).
We encourage readers to view the supplementary video
which contains visualizations of additional scenes in the tar-
geted use-case of short video interpolations.

A. Additional Ablation Experiments

We evaluate the flow interpolation quality by changing
the size of the hypernetwork and SIREN. As shown in
Fig. 9, increasing the number of hidden nodes beyond 128,
which we use in our implementation, does not significantly
impact the quality. Similarly, as shown in Fig. 10, there
is no noticeable benefit in going beyond 5 hidden layers in
SIREN, which we use in our implementation.

B. Additional Results

Visual Comparisons for Paper’s Table 1: Fig. 11, 12,
and 13 provide visual comparisons of intermediate flows
(t = 0.5) generated by our approach and the method by
Reda et al. [47] (FILM) for a few scenes from the Xiph 2K
and 4K [38], and Sintel [23] datasets, respectively. As seen
on the figures, our approach can properly interpolate the in-
put RAFT flows and generate intermediate flows that are
comparable to the reference.
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Figure 10: Effect of changing the number of SIREN’s hid-
den layers on the quality of the interpolated flows.

Additional Intermediate Images and Flows: In
Figs. 14, 15, and 16, we provide additional intermediate
images and flows for Fig. 4 of the paper. We compare our
method with the approaches by Park et al. [42] (ABME)
and Reda et al. [47] (FILM) in terms of image and flow
interpolation. For each scene, we show the intermediate
images and flows at t = 0.125, 0.25, 0.5, 0.75, and 0.875.
Note that we only show intermediate flow comparisons
with FILM, since ABME does not explicitly estimate flows.
The extended visualizations further demonstrates that our
approach significantly outperforms the other techniques.
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Figure 11: Intermediate flow estimations for the Xiph 2K [38] dataset. On the left, we show the perturbed (using various
photometric augmentations) input images (see paper Sec. 4.1) and the normalized bidirectional RAFT flows. We show our
interpolated middle flow as well as estimated flow by Reda et al.’s method [47]. Note that here we use the RAFT flow,
computed on the unperturbed middle image and the input as reference.
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Figure 12: Intermediate flow estimations for the Xiph 4K [38] dataset.



Inputs Normalized RAFT �ows FILM �ow Our �ow Reference �ow

Figure 13: Intermediate flow estimations for the Sintel [23] dataset. Here we use the Sintel’s provided ground truth flow as
reference.
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Figure 14: We show detailed comparisons of the BABY and HOUSE scenes against the state-of-the-art methods by Park et
al. [42] (ABME) and Reda et al. [47] (FILM). We only show intermediate flow comparisons with FILM, since ABME does
not explicitly estimate flows.
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Figure 15: We show detailed comparisons of the HUG and LAMP scenes against the state-of-the-art methods by Park et
al. [42] (ABME) and Reda et al. [47] (FILM).
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Figure 16: We show detailed comparisons of the TREE and LADY scenes against the state-of-the-art methods by Park et
al. [42] (ABME) and Reda et al. [47] (FILM).


