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Abstract many real-time applications require timely delivery of mes-
sages. These applications mandates that the cluster system,
The growing use of clusters in diverse applications, and hence the cluster interconnect, should be able to han-
many of which have real-time constraints, requires Quality- dle user specified service demands instead of adopting the
of-Service (QoS) support from the underlying cluster inter- same-service-to-athodel.
connect. In this paper, we propose an analytical model that  n1ost commercial routers (switches) such as SGI SPI-
captures the characteristics of a QoS capable wormhole pgr [11], Cray T3D/E [20], Tandem Servernet-1 [12], In-
router, which is the basic building block of cluster networks. o cavallino [4], IBM SP2 [22], and Myricom Myrinet [2]
The model captures the behavior of integrated traffic in a ;se wormhole switching to provide high performance.
cluster and computes the average deadline missing prObaHowever, they have not been designed for QoS assurance

bility for regl-time traffic. The cluster interco.nnect, CO”Sid_' except for the Servernet-11, which provides a link arbitration
ered here, is a hypercube network. Comparison of DeadhnepO”Cy called ALU-biasing for implementing limited band-

Missing Probability (DMP) using the proposed model with \yiqth and delay control. Hence, design and analysis of QoS
that of the simulation shows that our analytical model is capable routers and cluster networks has become a current
accurate and useful. research focus [17].

Recently a few router architectures with QoS provision-
ing have been proposed [17, 9, 3, 18, 10]. Most of these de-
signs have used a hybrid approach with two different types
of switching mechanisms within the same router — one for
best-effort traffic and the other for real-time traffic. They
have refrained from using wormhole switching because of
potential unbounded delay for real-time traffic.

Index Terms: Analytical Model, Cluster Network, SAN,
Quality-of-Service, Pipelined Router Architecture, Virtual-
Clock, Wormhole Switching.

1 Introduction

_ _ o On the contrary, wormhole routers with some modi-
Quality-of-Service (QoS) provisioning in clusters has fications have been considered for handling traffic prior-
become a critical issue with the widespread use of clus- ity [19, 5, 21, 24, 23]. The options vary from provid-

ters in diverse commercial applications. The traditional ing hardware support in the router for bandwidth assur-
best-effort service model that has been used for scientificynce [19, 21, 24] to software solutions on existing routers

computing is not adequate to support many cluster appli-5]. |n the hardware approach, the most logical solution is
cations with varying consumer expectations. For example, s assign separate virtual channels (VCs) to different traf-

*This research was supported in part by NSF grants MIPS-9634197, fic cla§ses and_ usea ra‘te?based scheduling meChamSm such
CCR-9900701, CCR-0098149, and equipment grants from NSF and IBM. as Fair Queueing [7] or VirtualClock [25] to share the link




bandwidth proportionately [19, 24]. Techniques such as effort traffic applications. As proposed in our MediaWorm
preemption of lower priority traffic in favor of higher prior-  design [24], each class is statically assigned at least one VC,
ity traffic have also been proposed [21]. Recently, we have and the VCs are scheduled with a rate-based scheduling al-
proposed a QoS-aware pipelined router that supports feagorithm, VirtualClock [25], to regulate the bandwidth re-
tures such as rate-based scheduling, preemption, and flit acquirements. Average message latency for different traffic
celeration mechanism [23]. Software solution like the self- classes can be computed using this model.
synchronizing scheduling [5] does not need any hardware The main contribution of this analytical model is that
modification, but the solution may not be scalable. it provides an accurate estimation of the deadline missing
A limitation of all prior studies is that they use simulation probability of real-time traffic in QoS capable pipelined
to evaluate the performance of various design trade-offs. Inwormhole-switched networks. We validate the single router
addition, the evaluations are confined to a single router in model (16-port) and the cluster network model (6-cubes)
many cases. Detailed flit-level simulation is quite expensive through extensive simulation. We use a mixed workload of
and prohibits full-blown analyses of various design trade- three traffic classes{ = 3, two real-time and one best-
offs. On the other hand, an accurate analytical model caneffort) in this study. It is shown that the models are quite
provide quick performance estimates and will be a valuableaccurate in predicting DMP. Thus, it can be used as an effi-
design tool. In this paper we present a mathematical modelcient design tool to analyze network and application centric
for analyzing QoS capable cluster networks. In [15], we performance parameters.
had developed a mathematical model of a QoS-aware clus- The rest of the paper is organized as follows. In Sec-
ter network to compute the average network latency. While tion 2, the router architecture and the VirtualClock algo-
the average latency is an important performance metric forrithm are discussed. In Section 3, we present the analytic
all types of traffic, it does not capture the behavior of real- models for DMP. The performance results are analyzed in
time traffic in sufficient detail. For example, if an applica- Section 4, followed by the concluding remarks in Section 5.
tion messages requires low jitter tolerance, then jitter will be
a main performance metric. In our case, since we consider2 A QoS-aware Router Architecture
time-constraint applications, delay bound is the primary ob-
jective function. Since wormhole-switched network cannot ~ Most routers now use a pipelined design to minimize
provide hard guarantees due to chained blocking, the systhe network cycle time. Accordingly, we use a pipelined,
tem can provide soft guarantees in terms of deadline miss-wormhole-switched router in this paper. Fig. 1 shows the
ing probability (DMP). The DMP of time-constrained ap- pipelined router consisting of five stages. Stage 1 represents
plications was analyzed in [19, 14] via simulation. In this the functional units, which synchronize the incoming flits,
paper, we present an analytic approach to compute DMP ofdemultiplex a flit so that it can go to the appropriate input
real-time applications. virtual channel (VC) buffer to be subsequently decoded. If
We first develop the model for a single router and then the flit is a header flit, routing decision and arbitration for
extend it to a network. Here we use a hypercube-style clus-the correct crossbar output are performed in the next two
ter network primarily to keep the analysis tractable due to stages (stage 2 and stage 3). On the other hand, middle flits
the symmetric nature of the network. However, our QoS- and the tail flit of a message directly move to stage 4. Flits
aware router model can be extended to any regular topologyget routed to the correct crossbar output port in stage 4. Fi-
such ask-ary n-cubes and meshes as long as the topology nally, the last stage performs buffering for flits flowing out
and routing algorithm can be captured mathematically. of the crossbar, multiplexes the physical channel bandwidth
Like many commercial designs, we use a pipelined amongst multiple VCs, and transmits one flit at a time to the
wormbhole router architecture. The model considers an inte-neighboring router or to the network interface of the node
grated workload consisting @ different classes of traffic.  attached to this router.
(C — 1) classes represent real-time applicatfonith dis- In this n-port router architecture, we provide one VC
tinct service requirements. The last class is used for bestfor each of theC traffic classes (thu€' input andC' out-

IHere a real-time application refers to any time-constrained applica- put VCS)‘ More VCs per class Shou'q Improve the -perfor-
tion. mance. Note that the crossbar used in our router is called




a full crossbarsince it hasn x C inputs andn x C out- connection. Therefore, a smalMtick value implies higher

puts. The model can be modified for a multiplexed crossbar,bandwidth. Once these two values are set, the VirtualClock

where the VC multiplexing will be done before the crosshar algorithm works as follows. For each connectiorwhen

stage. a flit arrives at the scheduler, the following computation is
done.

”{Ef “g;}fé auxVG «+ max(real time auxVG),
= ©xm E auxVG <« auxVG + Vtick;,

(€xn)

timestamp the flits with thauxVG.

:1 Crossbar :
= - C'Q”é " The flits are queued and serviced in increasing timestamp
C [ . . .
. H o iy order. For the best-effort traffic, the timestamp is set as
eader flit Control cheduler ) )
B| o L abivaton 0o. So the best-effort flits are processed only if there are

no other flits with lower timestamp values.

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

Figure 1. The pipelined router architecture 3 Deadline Missing Probability
with a full crossbar.

As described in the previous section, the router model
assumes a pipelined architecture with= 5 stages. The
Unlike the lumped router models analyzed before [1, 16, model is derived foC' classes of traffic with different ser-
6, 13] that capture only the blocking delay caused by arbi- vice requirements. Here we assume that therg@re 1)
tration, a message entering the above pipelined router carieal-time traffic classes and one class of best-effort traffic.
experience delay at stages 1, 3 and 5 of the router. If theEach class is assigned a dedicated VC. (This assumption
corresponding input buffer is full in stage 1, the message can be relaxed to assign multiple VCs to a class.) In addi-
must wait outside the router until adequate space is avail-tion, the model is based on the following assumptions typi-
able. In stage 3, the message again may be delayed becausally used in analytical models:
its destination crossbar output port could be busy. Crossbar
output port arbitration is performed at a message level gran-
ularity. So the message has to wait until the output portis re-
leased by the message currently using it. Finally in stage 5, ® Message length i3/ flits long.
multiple VCs compete for the physical channel bandwidth.
Traditionally, a Round Robin or FIFO scheduler is used to

e The arrival pattern of each claggollows the Poisson
processes with an average arrival rate Of

e Message destination is uniformly distributed.

schedule the output channel in a time-division manner. e TheVtick. value for real-time traffic belonging to class
The above router design is modified to support QoS pro- cis given by1/(\ M), and theVtick value for best-
visioning by simply incorporating a rate-based scheduling effort traffic is set tax.

algorithm to share the physical channel bandwidth. Similar
techniques have been proposed for the Internet router line
cards. Our previous research [24, 23, 15] has shown that
this architecture with the VirtualClock algorithm [25] can
be effective in providing QoS for integrated traffic.

In the VirtualClock algorithm, there are two variables, For a given source and destination pair, the probability
calledauxVCandVtick for each connection. The values of of missing the deadline is the probability that a message
these two variables are determined when a connection is setannot be delivered within a specified tilg( We only
up. TheauxVCindicates the virtual clock value of the con- compute the deadline missing probability of real-time traffic
nection, while the/tickis the amount of time that should be which has time-constraints. Here we consider only deadline
incremented whenever a flit arrives at that connection. Theto traverse the network. Source queueing is not included in
Vtick value specifies the interarrival time of flits from the order to keep the discussion simple.

e The input and output buffers(VCs) in stages 1 and 5
can holdb; flits. Each class is assigned a dedicated
injection/ejection queue outside the router, and these
gueues have infinite capacity.



3.1 Single Router Model Py,.«(B) of B. ( P,,..(B) = P{B. = B}), which will be
described later.

We compute the DMP for a classtraffic in a single With a given blocking delay®), the effective message
router. The network latency of class L., is the time to  |ength will be(1 +B). When each flit of M + B) arrives at
traverse the router. The network latenEy) of a message  the head of the output VC, there &¢ —2) combinations of
of classc consists of two parts. The first part is the actual other real-time traffic that denote whether they occupy the
message transfer tim&, The second partis due to block-  corresponding output VCs or not. All these combinations
ing caused by the wormhole switching scheme, and due toyj|| determine how to share the bandwidth. We number the
sharing of the physical channel bandwidth by multiple vir- compinations serially so that for each combinatiofd <
tual channels at stage 5 of Fig. 1. The actual transmissiong, < 2(€=2) _ 1) we can determine the number of cycles
time with P pipeline stages in a single route(i8—1+ 1) required to transfer a flit of classtraffic, S.(k), and the
cycles for anM -flit message. probability of kth combination for traffie:, P. (k).

In order to compute the second part of the network la- | ¢ X, (i) be the number of flits, which needs (i) cy-
tency, let us defind3.. as the blocking length (in number of 2(C=2)_3 N
flits) seen by the header flit at the input, output, and arbitra- ;Is(sa: tt::ta tc;]itilljg;/kcl:nzulz:g:?é OTh en;ic (t;)e_agt;u]\é;e—

tion stage in the routerB, captures the message blocking lay for a blocking lengttB can be denoted as
in a pipelined wormhole router. Then the effective length of

the message become¥/ + B.) flits. Let S, be the aver- 2(C=2)
age number of cycles required to transfer one flit of a class Be = Z Xe(i)Se(i).
=0

¢ message.S. represents the effect of bandwidth sharing
mechanism of the Virtual Clock algorithm. Thus, the net- | ovq define the c.dfoB., P{3. < D'}, as
work latency(.) for1 < c¢ < C'is B

! —
L. = (B.+ M)S, + P — 1. @ Pls=DY o=
B* Xj§ Xc—2_,
While blocking happens among the same class of mes- Z Z Z Py, o(B)P,..(Xo,0|B)
sages, the sharing depends on the traffic of other classes. B=0X,=0 X, 0—2)_,=0
Thus, these two random variabl&(and S.) are inde- pLC(XZ(H)fl,Q(C—?) —1|B). (2)

pendent. We can combine them to a random parameter,

B = (B, + M)S.. We know thatg, = L. — (P — 1) There are2(®~2) 4+ 1 summation notations in Eq. 2. The

andg. > M. first notation is forB and the remainin@(©—2) notations
Let P, .(D) be the probability of missing the deadline correspond to the total number of combinations of the out-

D. If we can find the c.df. ofL.,, P{L. < D}, then  put VC status. In Eq. 2P, .(X,i|B) is the probability

Ppno(D)isl— P{L. < D}(=1- P{B. < D'}), where that X.(:) = X given the blocking length i$. B*, the

D'=D—(P-1). upper bound ofB, is 2max(bs, M) + M which is the
For accurate estimation ¢k, first we consider the two  worst case of blockingX} = min(B + M, SL@), and
random variable€f. and S.) separately and then combine D=5 s.) x;
% ).p Y X”:M,forlgig%c‘?)—l.
them. To compute the blocking lengB)., note that block- @ Se(d)

ing is possible at the input buffer stage, output buffer stage Ve need the solgti(?n Ovac(B?_and F')wvc(X’“B) to
and arbitration stage. The worst case of blocking occursind the deadline missing probability. Since the exact es-

when all these places are occupied by other messages. Thiimation of the terms is extremely hard, we approximate
the worst blocking length will b&2 max(bs, M) + M) these probabilities from the operational behavior of the
router/network. If we have the blocking probability of class

c 2 P thenP,, .(0) = 1 — P, .. Since the blocking
length®B,) varies between 0 aritimax(bs, M) + M, under

whereb; is the input/output buffer size and M is the mes-
sage length. Thenax(bs, M) term is used to capture the
buffer lengthb; < M, since a new message must wait
until the service for the previous mess?‘ge IS complet.ed. 2The computation of, . and P.(k) is summarized in the Appendix.
Let us assume that we know the probability mass function For full derivation, please refer to [15].




the uniform distribution assumptio®,,, .(B) can be writ- includes the ejection channel (Pate Pathu {n}). B..s

ten as is given by3.s = B.sSes,0<s <n-—1landf., =
|- P.. B=0 (Be,n+M)Se,n. LetD' = D—(P—1+Ph)andP,,. (D,)
P,..(B) ~ { Pb,c/léu, 1< B< B (3) be the p.m.f of3. s(Ph,c,s(Ds) = P{Bc,s = Ds}).
0, otherwise, Let P, .(D) be the probability of missing the deadline
D for a givenPath = {s1,s2,...s,}. If we can find the
whereB* = 2max(bs, M) + M. c.df. of L., P{L. < D}, thenPp (D) is 1 — P{L. <

Similarly we can getP, .(X, k| B) with P.(k), which D}(=1- P{ZsePath B., < D'}). Since delays of
again for better readability is deferred to the Appendix. each hop§. ,., 3., ...) are independent each other, we can
SinceX,(i) = P.(i) - (B + M) for a givenB, we assume T

write
that X (i) varies between 0 and@ + M) under the uniform ,
distribution assumption. Hence, P{ Y (Bs) <D} =
sePath
1- Pc(k)’ X=0 D:h+1 Dy,
Py (X,k|B)~< P.(k)/(B+M), 1<X<(B+M)
. 0 otherwise Yoo Y Pues(Dy)
) (4) D5h+1:M D31:0

Ph7C73h+1 (D3h+1)' (6)

3.2 Modeling of a Cluster Interconnect The above equation hés+ 1) terms corresponding td +
1) hops a message travels(including ejection chance). The
The single router model can be extended to most of the|oyer hound of each hop except thie + 1)th hop is zero.

regular networks as long as the topology and router algO_FrostePath (Be.s) < D', we can get the upper bounds
rithm can be captured analytically. Models for such topolo- asD" = D' — Ethl D. andD* =D
Si Si - '

gies like hypercubes, meshes, dndry n-cubes have been We can compljt:eptrﬁe p.mA( zgl)) in Eq. 6 from the

developed to predict the performance of best-effort traf- C.AdfP{Bes < Ds}) by Prvs(Ds) = P{Bes < D} —

fic [1, 16, 6, 8, 13]. Here, we consider integrated traffic P{B., < D o 1). Like Eq. 2, we obtairP{ﬁ_ < D}
in the network, and use a hypercube topology to demon-aS T T

strate this idea. We use the deadlock-free e-cube routing

algorithm for message transfer. P{Bcs <D} =
We compute the deadline missing probability for a class B* Xg Xyc-2_,
¢ traffic that traverses hops in the network. The network oy - Y. Pues(B)
latency of class: is a discrete random variablé,.. The B=0 Xo=0 Xyc—2) =0
network latency for a giveRath, which is a set of: chan- Py e s(Xo,01B) -+ Pyegs
nels traversed by a message due to e-cube routing, can be (Xotc—2)_1, 2(C-2) _ 1|B).(7)

expressed as . . ~ .
As explained in Eq. 2, there agé“~2) + 1 summation no-

L.= Z (BesSe.s +P) + ((Beo + M)Se + P —1), tations in Eq. 7. In Eq. 7P, .,s(B) is the p.m.f of B, ,
sePath and P, . ;(X,i|B) is the probability thatX, ;(i) = X
. . () for a givenB (E?g&)_lXC,s(i) = B). And B, =
whereB. ; .(0 <s< n — 1) is the blocking .Iength seen by Z?fo_mfl X..,(1)S..,(i). B, the upper bound oB, is
a header flit of class |r1 chan'nels, andscyS is the number (2max(by, M) + M), X = min(B, SD—SO)' and X —
of cycles for transferring a flit of clagsin channels. The S S )X e.s(0)
first term in Eq. 5 represents the time spent at each hop, éfi(i)' . For the ejection channék = n), the
and the last term denotes the time at the ejection channelc.d.f is slightly different, and should include the message
Note that this does not include the queueing delay outsidelength M/ with blocking lengthB. So P, . s(X,i|B),0 <
the router. SinceB. , andS, ; are random variables, we i < 2(¢=2)_1, will be replaced by, o n(X,i|B+M),0 <
can combine them to a random paramefer,. Thus, we i < 2(“~2 — 1. Also the upper bound ok, changes to
write -, path (Be.s) = Le — (P — 1+ Ph), where Path  X§ = min(B + M, g2;).




From Eq. 3,P,,,....(B) can be written as 5 Concluding Remarks

1-P;, B=0
Ppcs(B)~< Pj./B*, 1<B<DB" (8)
0, otherwise

This paper introduces an analytical approach for calcu-
lating the DMP of real-time traffic in a QoS-aware worm-
hole router and a hypercube-style cluster network, designed

whereP;? _is the blocking probability of classin channel using such routers. For accurate calculation, the model cap-

s. tures the pipelined design, and analyzes the blocking delay
Similarly from Eq. 4, we can geP, .,(X, k| B) with at different stages of the pipe. In addition, the effect of Vir-
P, (k) as tualClock scheduling algorithm is reflected in the model.
Comparison with the simulation results indicates that the
1-P.s(k), X=0 router as well as the hypercube models are quite accurate
Py cs(X,k|B) = P.s(k)/B, 1<X<B in predicting the DMP. Unlike the simulation model, the
0, otherwise.

analytical model can be used as an efficient design tool in
studying various design trade-offs. For example, the im-
pact of message lengtiif), and other questions can be an-

swered quickly using the model either for a single-cluster or
for a multi-router cluster. Such performance estimates and

quick design overviews are difficult to obtain via a simula-
4 Performance Results tion study.

Note that all these equations can be derived from the sin-
gle router model for a given number of hop¥@nd for a
physical channed by setting the proper boundary values.

The model presented here can be improved in a variety of

Using the equations derived in Section 3, we compute ways, and some of them are currently pursued in our group.
the DMPs in a single router and in a 6-cube. Some of First, the exponential arrival distribution for real-time traf-
the results are presented here for validating the model. Wefic may not be quite practical to apply to media streams. We
are unable to include results of other cube dimensions dueneed to develop the model with a CBR/VBR source to cap-
to space limitation. We also implemented a correspondingture inputs like media streams. Second, QoS comes with
simulation model as shown in Fig. 1 using CSIM. Note that different connotations, and extension of the model to pre-
we need a deadline paramet@rto estimate the DMP. In  dict other performance parameters such as bandwidth as-
our pipelined router model, the minimum transfer time for surance and jitter should be useful. Third, the model can
a 32-flit message is 36 cycles (P + M — 1). Hence, we  be extended to other topologies. Finally, co-evaluation of
setD = 42 cycles for the single router. Similarly for 2-hop the cluster network with a detailed network interface model
messages in a 6-cube, the minimum transfer time is 46 cy-should answer many questions regarding the QoS ability of
cles M + Ph+ P — 1). We setD = 55 or 60 cycles for  the entire communication system.
2-hop messages.
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be the total transit message rate of traffit a router. The
generation rate of traffie in the steady state i§,. There-

message at stage 1 of the first router that uses charasel
the firstroute, and...(= (P, - (max(bs, M)/2+ M /2)))

fore, the total message rate at the output of a router (overis the blocking length at stages 3 and 5 in the ejection chan-

all the n output channels) is, = . + .. Let A\L* be
the transit message arrival rate of traffirom other nodes
at physical channel of a router. Similarly);, ; represents
traffic generated by the source node for a physical channel
and virtual channel. We give here the expressions derived
in [16] for completeness.

The transient message arrival rate at physical channel
and virtual channet of a router is given by

2 M Gy Cr—j
)\t,s — P)\I sVi—1 "n—s—1Yk—j
=2 BN Z ZCh

k=2 j=m

where 0 < s < (n—1),m = max(2,k —n + s +
1),and M = min(s + 1, k). The traffic generation rates
have the following relations.

M=S"Pik—1AL, A=A+ A =S Pk,
k=2 k=1

New messages for physical chansalnd VCc are gener-
ated at a rata , by the local host, and is given by

n—s
M= PX - neso1Cio1/nCh.
k=1

The message rate for each virtual channelann-cube is
the same regardless of its position, and is given as

Similarly Eq. 10 is modified as

AIc,s = (1 - Pbs,c))‘g,s' (13)

In Eq. 12,L, , is the latency of a classmessage when
it uses in physical channelas the first path to traverse to-
wards its destinationL. ; can be expressed as

L., {P — 1+ Phs}
+ {(OC,n + M) m}

+ {(I..s + Bmiddle(c: 8)) - Ses ). (14)

ho(= 08k +1) - nes—1C/(27°71)) in Eq.14 de-

nel of the last router. AlsoBmiggielc s) is the block-

ing length between the source and the destinatione(
middle nodes) excluding the blocking length at stage 1 of
the source and the blocking length at stages 3 and 5 of
the destination. The computation @yjqgielc,s) will

be described laterS,,(= 32200 7' Seo(k)P.4(k)) is

the average number of cycles required to transfer a flit of
classc message that uses changébr its first path, and
Sen(= i(:co_m’l Sen(k)P.,(k)) is the average number
of cycles per flit in the ejection channel.

Computation of the probability of output VCs status,
P.(k):

The probability ofkth combination for class, P.(k),
can be determined using a Markov model. Egetbe a state
such that theth output buffer is empty anfl; be the state
such that theith output buffer is not empty. The status of
the rest(C — 2) buffers are all identical in the two states to
makeS; andS, adjacent. Let's assume the serial number of
S, on class: bek. (The detailed numbering function can be
found in [15].) Now, the transition rate from stafg to S
is AL, where )., is the traffic rate of theth VC (Eq. 10),
while the rate fromS, to S; is (1/L.(k) — \.), where

L.(k)=P—-1+4+(B.+M)S.(k) fromEq. 11 and (k) =
(2ov;.ith output VC is busw——gtﬁc .)/(__ijtﬁc ). The transi-
tion rate fromS, is reduced by\’, to account for the arrival
of a message while channelis busy. From the Markov
model, we get all the state probabilitidss,, Then,

- s, @)
szjwherecth VCis busyHSj
where the serial number &f, on class: is k.

The probability of output VCs statuB( ;(k)) in the net-
work can be obtained similarly. Detailed computation of
these probabilities can be found in [15].

Computation of Bpyiqqle(c; s) for Eq. 14:

To computeByiggielc, s), we use the delay model from
[16], except that we include the input and output queue-
ing delay, while in [16] they capture only blocking delay.
The average length of blocking in the middle nodes for a
message which uses physical channals the first path,

Pe(k)

notes the average number of hops a message travels startinémiddle(c, 5), is

with the physical channel as the first pathl. (= (F;. -
max(bs, M)/2)) is the blocking length of a claggeal-time

3 P AL
n-/\{:’s

Bmiddlele,s) = (1 )



n—1

X Z ij’c - (max(M, bs) +d. ;)
j=s+1
X Zz_zjo_1 Prja(m + 1)%

n—s—1 n—s—1Cmy1
Ym=o Pmi2t et

where(1— 2422 is the probability that a message does not

terminate after using physical chaneeis the first path, and
the last fractional expression represents the average number
of hops the message travels when it takes a chahatter
usings.

The average length of messages involved in blocking for
each channel is given as

1 1
d,, = 5[mx(M, bs) + M] + 5(1 - P)

)

n—1
Z P} .- (de,; +max(M,b,)) - H{j|s},
j=s+1

X

> Ch 1
P .= P LSk —_—,
t,s kZ:O k+1 nck+1 S(O)

n—j—1 s

. n—j—1Cm + sCi (m + 1)
H ISy = Pm k . i1 : )
{ilsh mz::() kZ:O T Ct ki S(1)

where

n—s—1

S(.]) = Z n—s—1Cm - me+k+1 . A

m=j k=0 nCm+k+1



