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Abstract

The growing use of clusters in diverse applications, many of which have real-time constraints, requires
quality-of-service (QoS) support from the underlying cluster interconnect. All prior studies on QoS-aware cluster
routers/networks have used simulation for performance evaluation. In this paper, we present an analytical model
for a wormhole-switched router with QoS provisioning. In particular, the model captures message blocking due
to wormhole switching in a pipelined router, and bandwidth sharing due to a rate-based scheduling mechanism,
called VirtualClock. Then we extend the model to a hypercube-style cluster network. Average message latency
for different traffic classes and deadline missing probability for real-time applications are computed using the
model.

We evaluate a 16-port router and hypercubes of different dimensions with a mixed workload of real-time
and best-effort (BE) traffic. Comparison with the simulation results shows that the single router and the net-
work models are quite accurate in providing the performance estimates, and thus can be used as efficient design
tools.
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1. Introduction

Quality-of-service (QoS) provisioning in clusters is becoming a critical issue with the widespread use
of clusters in diverse commercial applications. The traditional best-effort (BE) service model that has
been used for scientific computing is not adequate to support many cluster applications with varying
consumer expectations. As an example, many web servers and database servers make efficient use
clustering technology from cost, scalability, and availability standpoints. However, the tremendous surge
in dynamic web contents, multimedia objects, e-commerce, and other web-enabled applications requires
QoS guarantees in different connotations. This in turn mandates that the cluster system, and hence the th
cluster interconnect, should be able to handle user specified service demands instead of adsptimgrthe
service-to-allmodel. High performance cluster networks, also known as system area networks (SANs),
usually use switch-based architectures. Most commercial routers (switches) such as SGI SPIDER, Cray
T3D/E, Tandem Servernet-Il, Intel Cavallino, IBM SP2, and Myricom Myriflet6] use wormhole
switching to provide high performance. However, they have not been designed for QoS assurance excep
for the Servernet-I[3], which provides a link arbitration policy (called ALU-biasing) for implementing
limited bandwidth and delay control. Hence, design and analysis of QoS capable Yaumersiuster
networks has become a current research fci8.

In view of this, a few router architectures with QoS provisioning have been proposed ref@ntly
11,7,12,13] Most of these designs have used a hybrid approach with two different types of switching
mechanisms within the same router—one for best-effort traffic and the other for real-time traffic. They
have refrained from using wormhole switching because of the potential unbounded delay for real-time
traffic.

On the contrary, since wormhole switching has been adopted in most commercial routers, it would
really be advantageous if we could leverage off of the large amount of effort that has gone into the
design and development of such routers, and make them QoS capable with minimal design changes
Some recent modifications to wormhole routers have been considered for handling traffic fibrity
20]. The options vary from providing hardware support in the router for bandwidth assyidnté-20]
to software solutions on existing routdds]. In the hardware approach, the most logical solution is to
assign separate virtual channels (VCs) (the VC concept was introduced byZldlto different traffic
classes and use a rate-based scheduling mechanism such as Fair Queudg] ¢r®)rtualClock[23]
to share the link bandwidth proportionat¢ly,18,20] Techniques such as preemption of a lower priority
traffic in favor of a higher priority traffig17,19]is likely to provide better performance, but at added
complexity. Software solution like the self-synchronizing schedulir@} does not need any hardware
modification, but the solution may not be scalable.

A limitation of all prior studies on routers/networks that support integrated traffic is that they use
simulation to evaluate the performance of various design trade-offs. In addition, the evaluations are
confined to a single router in many cases. For examp[8,18,20]where the router designs are evaluated
with multimedia video streams, the study is limited to a single (4-port/8-port) router or a small network.
Detailed flit-level simulation is quite expensive and prohibits full-blown analyses of various design trade-
offs, especially in large networks. On the other hand, an accurate analytical model can provide quick
performance estimates with various design parameters and will be a valuable design tool. For example

1 QoS capable routers for Internet have been designed with various flavors. ATM networks can provide QoS guarantee, but
incur high latency. We are specially interested in low-latency cluster networks based on cut-through switching.
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we can analyze the impact of different buffer organizations, traffic types and link widths on overall system
performance much faster by avoiding tedious and time-consuming simulation.

We present in this paper a mathematical model for analyzing QoS capable cluster networks. We
use a bottom-up approach first by developing the model for a single router and then extending it to a
network. Here, we use a hypercube-style cluster network primarily to keep the analysis tractable due
to the symmetric nature of the network. Such a topology has been used in the SGI Origin architecture
[24]. However, our QoS-capable router model can be extended to any regular topology suaty as
n-cubes and meshes as long as the topology and routing algorithm can be captured mathematically. In
fact, it should be possible to integrate our router model with the prior network mi@#elg9]to analyze
different QoS-aware cluster networks.

Like many commercial designs, we use a pipelined wormhole router architecture. The model considers
an integrated workload consisting Gfdifferent classes of traffic. — 1) classes represent real-time
applications with distinct service requirements. The last class is used for best-effort traffic. Each class is
statically assigned at least one VC, and the VCs are scheduled with a rate-based scheduling algorithm,
VirtualClock[23], to regulate the bandwidth requirements. The model computes average message latency
(includes router/network latency and source queueing delay) for different classes, and the deadline missing
probability for real-time workloads. While the first performance metric is an important criterion to evaluate
the effectiveness of a network design with different workloads, the deadline missing probability is a QoS
parameter for time-constrained applications.

Two main contributions of this analytic model are that it captures the chained blocking possible in
pipelined wormhole-switched networks, and the bandwidth sharing mechanism of the VirtualClock al-
gorithm in finding the average latency. Unlike the prior lumped delay mq@bis27] here we analyze
the contention at different stages of a pipelined router. Moreover, the average behavior analysis of the
VirtualClock algorithm is applicable to other work conserving techniques such as Fair Qugtijiagd
Weighted Round Robin (WRR).

We validate the single router model (16-port) and the cluster network model (up to 7-cubes) through
extensive simulation. We use a mixed workload of three traffic clagses §, two real-time and one
best-effort) in this study. It is shown that the models are quite accurate in predicting the average delay and
deadline missing probability. Using the model, itis not only possible to predict the per class QoS behavior,
but also the impact of application mix. In addition, the model can quantify different components of a
message latency (queueing time, transfer time, blocking time), effect of buffer length, and other design
trade-offs in an effective manner. Thus, it can be used as an efficient design tool to analyze network and
application centric performance parameters.

The rest of the paper is organized as follows. In Secidhe router architecture and the VirtualClock
algorithm are discussed. In Secti@hwe present the analytic models. The performance results are
analyzed in Sectiod, followed by the concluding remarks in Sectibn

2. A QoS-aware router architecture

Most routers now use a pipelined design to minimize the network cycle[8M&1] Accordingly,
we use a pipelined, wormhole-switched router in this pdgigr.1 shows the pipelined router consisting
of five stages. Stage 1 of the pipeline represents the functional units, which synchronize the incoming
flits, demultiplex a flit so that it can go to the appropriate input virtual channel buffer to be subsequently
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Fig. 1. The pipelined router architecture with a full crossbar.

decoded. If the flit is a header flit, routing decision and arbitration for the correct crossbar output is
performed in the next two stages (Stage 2 and Stage 3). On the other hand, middle flits and the tail flit of
a message directly move to Stage 4. Flits get routed to the correct crossbar output port in Stage 4. Finally
the last stage of the router performs buffering for flits flowing out of the crossbar, multiplexes the physical
channel bandwidth amongst multiple VCs, and transmits one flit at a time to the neighboring router or to
the network interface of the node attached to this router.

In thisn-port router architecture, we provide one VC for each of@heaffic classes (thu€ input and
output VCs). More VCs per class should improve the performance. Note that the crossbar used in our
router is called dull crossbarsince it has: x C inputs andi x C outputs. The model can be modified
for a multiplexed crossbar, where the VC multiplexing will be done before the crossbar stage.

Unlike the lumped router models analyzed bef8&26,27,29]a message entering the above pipelined
router can experience delay at Stages 1, 3 and 5 of the router. In Stage 1, if the corresponding input buffe
is full, the message must wait outside the router until adequate space is available. In Stage 3, the messac
again may be delayed because its destination crossbar output port could be busy. Crossbar output po
arbitration is performed at a message level granularity. So the message has to wait until the output port
is released by the message currently using it. Finally in Stage 5, multiple VCs compete for the physical
channel bandwidth. Traditionally, a round Robin (RR) or FIFO scheduler is used to schedule the output
channel in a time-division manner.

The above router design is modified to support QoS provisioning by simply incorporating a rate-based
scheduling algorithm in Stage 5 to share the physical channel bandwidth. Similar techniques have beer
proposed for the Internet router line cards. We use the VirtualClock algofBhin this paper although
all the three rate-based scheduling algorithms (VirtualClock, Fair Queueing and Weighted Round Robin)
are shown to provide similar performance.
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In the VirtualClock algorithm, there are two variables, caltkVCand Vtick for each connection.
The values of these two variables are determined when a connection is set @uxXM&ndicates the
virtual clock value of the connection, while th&ick is the amount of time that should be incremented
whenever a flit arrives at that connection. TWick value specifies the interarrival time of packets from
the connection. Therefore, a smaléick value implies higher bandwidth. Once these two values are set,
the VirtualClock algorithm works as follows. For each connectiomhen a flit arrives at the scheduler,
the following computation is done.

auxVC; < max(real time auxVC;),
auxVC; < auxVC; + Vtick;,
timestamp the packets with thexVC;.

In this study, we are interested in a connectionless paradigm without any explicit connection setup
since this provides more efficient use of the network resources. Thus, we assiickhalue for each
class not per a connection. Theck, value for real-time traffic belonging to classs given by ¥/ (Af M)
where? is the arrival rate of classandM the message length. Thikick value specifies the interarrival
time of flits from the same class.

The packets are queued and serviced in increasing timestamp order. For the best-effort trafiick the
value is set aso. So, the best-effort flits are processed only if there are no other flits with lower timestamp
values.

3. An analytical model

In this section, we develop a mathematical model for a single router and then extend it to a hypercube
network. The motivation for developing a single router model is two fold. First, the model can be used
for evaluating small, single node clusters. Second, it can be extended to any other topology by capturing
the impact of the network and routing algorithm. The hypercube topology is used as an example in this
paper to demonstrate the applicability of the model.

As described in the previous section, the router model assumes a pipelined architectuPe=ith
stages. The model is derived fGrclasses of traffic with different service requirements. Here, we assume
that there are@ — 1) real-time traffic classes and one class of best-effort traffic. Each class is assigned a
dedicated VC. (This assumption can be relaxed to assign multiple VCs to a class.) In addition, the model
is based on the following assumptions typically used in analytical models:

The arrival pattern of each clasgollows the Poisson processes with an average arrival ratg. of
Messages aril-flit long.

Message destinations are uniformly distributed.

The input and output buffers (VCs) in Stages 1 and 5 canhdlids. Each class is assigned a dedicated
injection/ejection queue outside the router, and these queues have infinite capacity.

To capture the burstiness of real-time traffic, we also use an ON/OFF source for real-time traffic. The
ON/OFF traffic is generated as a stream of messages between a pair of source and destination nodes
During the OFF period, the source does not generate any messages, while during the ON period, an
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exponentially distributed random number of messages, with an avsfage generated at a fixed raie
The average generation rateof streami with the average OFF time, is given by Ya; = I/N + 1/p.
The average arrival rate of classs A{ = Y a;, whereg; is the average rate of streawhich belongs to
classc. The ON/OFF model with exponentially distributed ON and OFF times is commonly83¢3#1].

The average message latency of claék < ¢ < C) is composed of the average network latergy,
which is the time to traverse the router (network), and the average waiting Wineat the injection
channel. Thus,

Latency, = L.+ W,. Q)

3.1. Single router model

The average network latency.() of a message of clagsconsists of two parts. The first part is the
actual message transfer tine, The second part is due to blocking caused by the wormhole switching
scheme, and due to sharing of the physical channel bandwidth by multiple VCs at Stalgig 510 he
actual transmission time witR pipeline stages in a single router iB ¢ 1+ M) cycles for anM-flit
message.

In order to compute the second part of the network latency, let us dBfias the average blocking
length (in number of flits) seen by the header flit at the input, output, and arbitration stage in theRouter.
captures the message blocking in a pipelined wormhole router. Then the effective length of the message
becomes ¥ + B.) flits. Let S, be the average number of cycles required to transfer a flit of a class
messagesS. represents the effect of bandwidth sharing mechanism of the VirtualClock algorithm. Thus,
the average network latencl () for1 <c < Cis

L.=P—1+(M+ B,)S.. 2

Since blocking can occur in Stages 1, 3, and 5 of the router as discussed in Seitteoaverage blocking
length (B.) can be separated into three parts as

maxp;, M)
— [
max s, M)
=

I = P[input buffer is not empty]

’

O = P[output buffer is not empty-]{

M
A = Plarbiter is busy} o

wherel, O, andA represent the corresponding blocking lengths. In each of the above expressions, the
first term represents the probability that the corresponding buffer is not empty, and the second term is
the average message length that will be affected due to blocking. For example, if the input buffer is not
empty, the header flit will face an average delay of maxif)/2 flits. In the steady state, since the input
and output rates of the router are the same, it is intuitively clear that the above three probabilities are
equal, and are denoted &g, .

The technique to calculate the average blocking length is similar to the previous wormhole
router modelg[25—-29] except that we consider a pipeline router here. Since the pipelined worm-
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(a) Server (b) Server

Fig. 2. Two server organizations. (a) Server without internal buffer, (b) Server with internal buffer.

hole router has input/output buffers, the blocking probafilgfould be obtained differently. While
the blocking probability of a router without any buffer is the system utilizatienof of an M/G/1
gueue (shown inFig. 2(a), that of a router with one message buffer (shownFig. 2(b) is
Y-, P[the number of customers in the systerm] = p? since blocking occurs when the buffer in the
router is full and the router is busy. For a router vithuffers, the blocking probability can be generalized
as) 2., P[X = n] = p+?) whereX is the number of messages in the router.

Since the input/output buffer sizes argeflits, the blocking probabilityp, . for classc (1 < ¢ < C)
can be expressed as

Pye = (Lo Fromee -, @3)

where)., is the steady state message arrival rate of atasaffic, and {.1.) the router utilization £.)

for classc. SinceA. and L. are considered at the message-level granularity, the total buffer gize (2
flits) of input and output queues becomés /2 when converted to message length. (Note that we are
considering the worst case scenario here by using the entire buffer lemgthn2luding the currently
serviced message, the total number of messages becéwid$ 2 1. Hence, the channel utilization (or
blocking probability of clasg) is given by Eq.(3). The maxp,, M) term is used to capture the buffer
lengthb, < M, since a new message must wait until the service for the previous message is complete.
The steady state arrival rat¢ in Eq. (3) is given by

Ao =1 — Ppc)As. 4)
Combining the three blocking lengthis © andA), B, becomes

_ M

Bc = Pb,c (maX®Sa M) + 7) . (5)

The next unknown termin EqR)is S., for 1 < ¢ < C. Since the scheduler treats a real-time message and
a best-effort message differently, we compSiteseparately for the two broad classes of traffic. First we
computeS,, 1 < ¢ < C — 1, for all real-time traffic based on a Markov model, and then use a different
technique to computs. for best-effort traffic.

2 Here,blocking probabilityimplies that a flit cannot enter the corresponding stage of the router because of unavailable buffer.
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When a real-time message of clasmrives at the output buffer, if other buffers are empty, it will take
only one cycle to transfer a flit from that message. Otherwise, the output channel bandwidth is shared
among the VCs according to the corresponditigk values. For example, when two output buffers are
occupied by class andj messages whosétick values areVrick; and Vtick; respectively, the number
of cycles to transfer a flit of clags(s;) is (1/Vtick; + 1/ Vtick;)/(1/Vtick;), and the number of cycles
required for a flit of clas$ (S;) is (1/ Vtick; + 1/ Vtick;)/(1/ Vtick ;).

With (C — 1) classes of real-time traffic, for any tagged clasbere are -2 combinations of other
real-time traffic that denote whether they occupy the corresponding VCs or not. All these combinations
will affect the output channel bandwidth sharing. To model this effect, we number the combinations
serially so that for each combinatidwe can compute the effective cycle time. We can express the
average number of cycles per flit for real-time traffias

2621

So= Y SOP() (6)
k=0
whereS,.(k) is the number of cycles required for clasie thekth combination, and.(k) the probability
of kth combination for traffic.

LetZ be the buffer state of th&(— 1) output VCs assigned to real-time traffic. Then it can be expressed
with a bit stringZ = (d1, do, . . ., dc_1), whered; = 1 ifthe VCi is occupied, otl; = 0 otherwise. Let us
define|Z|; = d;, forl < j < (C — 1), where the stat& = (d1, d>, ..., dc-1). Then|Z|; indicates the
state of thgth output VC.

Definition 1. Let Z be a given state whelg|. = 1.Thus,Z = (d1,d>, ...,d._1,1,d.41, ...,dc_1). The
numbering functiomw, for a given Z and c, returns the serial number for each output buffer combination
as

c-2
_ = ,_)dj 1=j<c
v(Z,c)—E d;2’ where df_{dj+1c§j§C—2.
j=1

For a given real-time of clagghat occupies V€, we can find all combinations of the othér ¢ 2) VCs
from the above expression. Give@ ¢ 1) types of real-time traffic, and a state= (d1, d, . . ., dc_1),
where|Z|. = 1 andv(Z, ¢) = k,

(Xvja 1 1/ Viick))
(1/Vtick.) 0

This generalization is obtained from the two class example discussed earlier. Next, the probatitity of
combination for class, P.(k), can be determined using a Markov model. For example, let us consider
the state transitions for two classes of real-time traffic as showigir8. The two-tuple notation denotes
the presence or absence of the two traffic classes at the output VCs. Thus, state (1,0) denotes that th
output buffer for class 1 is occupied and that of class 2 is empty. The four stdtas Biare numbered
Zo to Z3. The transition rate between two adjacent states can be formalized as follows.

Let Z; be a state such that tlath output buffer is empty|£,|. = 0) andZ; be the state such that the
cth output buffer is not emptyZ,|. = 1). The status of the resf(— 2) buffers are all identical in the two
states to mak&, andZ, adjacent. Using the definition of we can findv(Z,, ¢) = k. Now, the transition

Sc(k) =
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Fig. 3. State transition diagram with 2 classes of real-time traffic.

rate from stateZ, to Z, is A;, wherei is the traffic rate of theth class (Eq(4)), while the rate froni
to Z1is (/L (k) — 1), whereL (k) = P — 1+ (B. + M)Z.(k) from Eq.(2). The transition rate from
Z is reduced byr,. to account for the arrival of a message while charmielbusy. From the Markov
model, we get all the state probabilitig$z,, 0 < i < 2¢~1 — 1. Then,

Iz
———, where v(Z,,c)=k. 8)
2 vjiz=111z

Let us use the prior two class example to show the computatigh. dthere are only two cases for
each class to denote the bandwidth sharing (0: no sharing, 1: sharing}(Qgbe the number of cycles
to transfer a flit of class 2 in the nosharing case. THg(i0®) = 1. Let S2(1) be the number of cycles
to transfer a flit of class 2 in the sharing case. Tgfl) = (1/Vrick1 + 1/ Vtick,)/(1/ Vtick,). To find
the corresponding bandwidth sharing probabilities, we use the Markov moé&.08. Considering a
specific example in the figure, the rate frafnto Z3 is A, while the rate fron¥Zs to Z, is (1/La(1) — A5).
L,(1) using Eq(2) becomes® — 1+ (B2 + M)S»(1)). Similarly, L»(0) becomes® — 1+ (B, + M)).
Using these transition rates, we can find the state probabilities. The sharing probability of éx49,2,
isT1z,/(ITz, + Iz,), and the nosharing probability of class2(0), isTz, /(T1z, + Iz,).

Average number of cycles to transfer a flit of best-effort trgfi: Note that the above computation
for S. is only for the C — 1) classes of real-time traffic. Since thiéick value for the best-effort traffic
is set to infinite, the best-effort message only uses the empty cycles when there is no real-time traffic.
Moreover, transfer of best-effort flits can be interrupted if a real-time message arrives at the output buffer,
and should be resumed after the real-time traffic transfer is complete. This can be modg@ebagwive
resume priority queugs5].

We model this phenomenon by computing the overall time to transfer a best-effort messéfesof
long. This time, denoted &,, consists of three parts. The first part is the actual service time, whidh is
cycles. The second part is the average waiting time of the best-effort message or the residual service time
of all real-time messages already in the output buffers. Note that the situation here is slightly different
from the originalpreemptive resume priority queue disciplmedel in that, in our case we have already
included the waiting time in the input and output buffers when we calculated the blocking length in Eq.
(5). Hence, we only need the waiting time when the best-effort message is at the head of output buffer.
This is written asR, /(1 — (p1 + p2. . . + pc-1)), WwhereR, is the residual time of all real-time messages

Pc(k) =
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in the output buffers, and is given lﬁf:_ll A.M?/2[35]. The last part of the delay is due to preemption
of the best-effort traffic to yield to any of th€'(— 1) classes of real-time traffic. This inflates the overall
transfer time by the channel utilization af & 1) classess,, now becomes

R -1
Sy =M+ : +Y piSn.
" 1—(p1+p2+-+ pc-1) ; o

The average number of cycles to transfer a best-effort flit after simplification becomes

< _ Sm (2—pr)
Se=—=—-—"=. 9
=M T 2a-pp ©
With ITg as the probability that there is no real-time traffic, we canfinek 1 — ITp, wherep, = Zic:‘ll Oi-
We can gefl, from the previous Markov mo@, where state 0ds (o, ..., dc-1), Vj, d;j = 0. All the
terms in Eq.(2) are now quantified to compute.. Note that due to the inter-dependency betw&gp
anda’, the solution becomes iterative.

3.2. Modeling of a cluster interconnect

The single router model can be extended to most of the regular networks as long as the topology anc
routing algorithm can be captured analytically. Models for such topologies like hypercubes, meshes, and
k-ary n-cubes have been developed to predict the performance of best-effort [2&fi29] Here, we
consider integrated traffic in the network, and use a hypercube topology to demonstrate this idea. We use
the deadlock-free e-cube routing algorithm for message transfer.

The wormhole-switched hypercube-¢ube) model proposed {26] is combined with our pipelined
router model to compute the average message latency. The motivation for using the model proposed ir
[26] is that it is not only quite accurate over the entire workload, but also computes the message latency
per link, which is required for accurate performance estimates per connection.

In ann-cube network, each node hamput andh output links in addition to an injection and an ejection
channel for the local host. Messages generated by a node couldhraepk, where X 4 < n. Thus,
each physical channel is likely to experience a different load, and therefore, the single router model of
the previous section should be modified to express traffic analysis for each\hlere O0< s < n — 1.

3.2.1. Average network latency.) B B
The actual transmission time withRxstage router in am-cube (') is (P — 1+ Ph + M) cycles,
whereh is the average number of hops a message travels in the hypercube. The average number o

hops is given bﬁ: > i1 kP, whereP, = ,C/(N — 1), and ,Cy, = (Z) N (= 2") is the number

of nodes in am-cube. The average network latenty of Eq. (2) needs to be modified to consider the
latency for each clagswhen it starts with a specific physical channel. Let, be the latency of a class

c message when it uses the physical chasrae the first path to traverse towards its destination. Then
hy = Z;f{,‘l(k +1)- ,_1Cx/(2""1) denotes the average number of hops a message travels starting
with the physical channalas the first path.
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The network contention in the hypercube network is divided into three separate parts—blocking at the
input stage of the first router, blocking at the ejection channel of the last router, and blocking in the middle
routers. Letl, ; be the blocking length of a classeal-time message at Stage 1 of the first router that uses
channels as the first route, and €., be the blocking length at Stages 3 and 5 in the ejection channel
of the last router. Also, leBmigqie(c, s) be the blocking length between the source and the destinagon (
middle nodes) excluding the blocking length at Stage 1 of the source and the blocking length at Stages 3
and 5 of the destination. Note thBfigqie(c, s) captures the effect of chained blocking possible along the
path while/. ; and O, ,, capture delay due to input and output stages being busy.

To compute the average number of cycles required to transfer a flit due to sharing of real-time messages
at the output VCs, we need to consider two separate cases again—sharing at the ejection channel and ir
the rest of the channels. ConsequentlySletbe the average number of cycles required to transfer a flit
of classc message that uses chansér its first path, and.., be the average number of cycles required
per flit in the ejection channel. With these definitions,, can be expressed as

Lc,s = {P -1 + Phs} + {(Oc,n + M) . m} + {(Ic,s + Bmiddle(cs S)) : E} (10)

The first term in Eq(10) indicates the number of cycles the header will take without contention. The
second term represents the transfer time at the ejection chaprighé total message length that includes
the blocking length Q. ,) at the ejection channel and the message lendjlid multiplied by the average
number of cycles required to transfer a flit.() at the ejection channel. Similarly, the total message
length at the input bufferI( ;) and in the middle nodes is multiplied by the inflated cycle tirfig ) to

find the last term of Eq(10). The average network latenci () becomes

where). is the steady state message generation rate of clasBile 1/  is the steady state message
generation rate of clagfor channek. We need three types of traffic rates to complete the delay analysis.
The first one is\% ; which represents the message generation rate of ckasshannels, the second is

A s» @and the third is\. 5, the total steady state rate for chanogincluding transit message). We have
used the traffic analysis equations givejdf]. For better readability, we defer the traffic rate equations
to the Appendix.
Now from Eq.(3), the probability of blocking for classtraffic in channek can be written as
Pli - = (Lc she s)1+2(maXb“M)/M)- (11)
Note thathr. , is the total rate here. Similarly E¢4) is modified as
hog= Q= Py A8 .. (12)

Thel., and O., terms in Eq.(10) are similar to thd term andB. in the single router and are given
by I s = (P} . - max@y, M)/2), andO.., = (P} - (max@;, M)/2+ M/2)). Finally the average number
of cycles for transferring a flit at the ejection channgl,() and at the other output buffers.() can be
obtained from Eqs(6)—(8) after modifying the terms for representing the starting chaafet classc
traffic. The only unknown term in Eq10) is Bnmigaie(c, s), Which again for better readability, is deferred
to theAppendix A
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Average number of cycles for transferring a flit of Best Effort trgfic,): Similar to the single router
model, now we need to compute the inflated number of cycles to transfer best-effort traffic. However,
we cannot use thereemptive resume priority queue modkine here due to the fact that the idle period
between best-effort flits becomes completely random while traversing through the network. Therefore,
we use theéBusy and Idle periodoncepts from thé1/G/1 queue to find, ; ands..,.

Let Busybe the average length of busy period #dlié be the average length of idle period for real-time
traffic. Given the total rate of real-time traffi¢ = Y"<' ¢, theldle andBusyperiods becomédie =
1/A¢ and Busy = Idle(1 — T1g)/ 1o, whereIly is the probability that the server is idléd{e/(Busy +
Idle) = Ho).

A best-effort message could arrive during the idle period or busy period of real-time fraffic.
the message arrives during the idle period, then the message completion filneyides. If it ar-
rives during the busy period, the completion timeA$ { Busy). In addition, a real-time traffic could
arrive during the transmission of a best-effort traffic. This increases the message completion time
by (M - p,) or (M + Busy) - p, corresponding to the above two cases, wherés the channel uti-
lization due to all real-time traffic as explained in H§). Hence, the total transfer time is given

by
Sn(s) = (M + M - p,)TTo + (M + Busy + (M + Busy) - p,)(1 — o). (13)

Thens., can be obtained by dividing, (s) by the message lengi.

To computesS, ,, for best-effort traffic in Eq(10), we need to capture the delay between successive
flits of a best-effort message. Unlike most real-time transmissions, after the header flit of a best-effort
message arrives at the destination, the remaining flits will arrive in random intervals due to delay at
different hops of the network. Let the effective length of a best-effort mesadgiits) be the difference
between the arrival time of the header flit and that of the tail flit when a message uses chastied
first path. Each one of tha{ — 1) flits will needS(C, s) cycles to transfer. However, the overall time can
be reduced due to blocking of the header flit in the middle routers, which is giveB,Rye(c, 5).

Thus, the effective length of a best-effort message becomigs- maxM, (M — 1)S(C,s) +1 —
Bmigdie(C, 5)). The extra one cycle in this expression represents the header flit transfer time at the ejection
channel.

Now using this effective message length, we compute the transfer time at the ejection channel by
considering the two cases used in deriving BQ). While the best-effort message yields to real-time
traffic during a busy period, flits of the best-effort message gets accumulated in the buffer. So the effective
length of best-effort message decreases. To quantify this phenomenal, thé{sy) term in Eq.(13)
is replaced by&/;/2 + Busy + M/2). Thus, the ejection channel transfer time is

M M M, M
Sn(1) = (M, + M - p)To + (7 + Busy+ 2+ (7 + Busy + 7) - pr) (1 o).

Then,S,, can be obtained by dividing, (n) by the message lengM.

3 Actually there are three types of arrival epochs. In the third case, the arrival could span over the busy and idle period. For
simplicity, we handle only two cases here.
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3.3. Average waiting time at the source node

Finally, we need the average waiting time at the source nBdtptp find the average message latency
in EqQ. (1). Since the average waiting time accounts for the time consumed outside the router, it can be
seen as the delay in the Network Interface (NI). Typically the delay is due to two data transfers involved
in the NI. One is from the host to the NI and the other is from the NI to the router or network. In this model
we only consider the transfer time from the NI to the network. To facilitate real-time scheduling in the
NI, we assume that the NI buffer is divided irGaclasses and the VirtualClock algorithm is implemented
among theC buffers[19].

The average waiting time consists of two parts. The first part is the time spent in the injection channel
before arriving at the head of the respective queue. Since each class has a dedicated injection buffer,
messages are transfered in FIFO manner within each class Thus, the waiting time can be obtained by

the queueing time of aM/G/1 queue asi¢L. (1+ 82/L.7)/(2(1 — A¢L.)) with an arrival rate.$,

mean service timé ., and variancé? ~ (L. — T)?. The second part is the delay due to the V|rtuaICIock
algorithm, and is given by the average number of cycles required to transfer the header flit of a message to
the network. Thisis simply, in Eq.(6) for the single router model. For modeling of a cluster interconnect,

we can gefS. by

n—1

S, —st.

wheres, ; is the average number of cycles required to transfer a flit of classssage which uses physical
channekfor its first path.A, ( and;, are defined before while deriving,.
Summation of two parts ylelds the average waiting time as

(14)

L'

W WL+ 82/L.0)
C 21— ML)

+ Se. (15)

3.4. Deadline missing probability

In the previous sections, we derive the average message latency for all traffic classes. In addition to
message latency, deadline missing probability (DMP) of time-constrained applications has been used as
a performance parametdr4,36] Since a wormhole-switched network cannot provide a hard guarantee
due to chained blocking, the system can provide a soft guarantee in terms of the probability of missing a
deadline. For a given source and destination pair, the probability of missing the deadline is the probability
that a message cannot be delivered within a specified & tie above definition can be generalized for
the average case. Here, we consider the deadline to traverse a network. Source queueing is not includec
to keep the discussion simple. Using the network latency of das®& can find the deadline missing
probability as follows.

3.4.1. Deadline missing probability in a single router
We compute the DMP for a clasgtraffic in a single router. The network latency of clasd.., is a
discrete random variablé,.. Like Eq.(2), the network latencyl(.) for 1 < ¢ < C can be written as

L.=(B.+ M)S.+P—1, (16)
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whereB, is the message blocking in a pipelined wormhole router&rttle effect of bandwidth sharing
mechanism of the VirtualClock algorithm.

While blocking happens among the same class of messages, the sharing depends on the traffic of othe
classes. Thus, these two random variableshdS,) are independent. We can combine them to a random
parameterg, = (B. + M)S.. We know that8. = L. — (P — 1) andB. > M.

Let P, (D) be the probability of missing the deadlim® of classc. If we can find the c.d.f. of
L., P{L. < D}, thenP,, .(D)is1— P{L. < D}(=1— P{B. < D'}), whereD' = D — (P — 1).

For an accurate estimation gf, first we consider the two random variablBs@ndsS,) separately and
then combine them. To compute the blocking lenBthnote that blocking is possible at the input buffer
stage, output buffer stage and arbitration stage. The worst case of blocking occurs when all these place
are occupied by other messages. Thus the worst blocking length will be (Bm&R(+ M) whereb; is
the input/output buffer size and M the message length. Let us assume that we know the probability mass
function P,, .(B) of B. ( P,..(B) = P{B. = B}), which will be described later.

With a given blocking delay), the effective message length will b&f(+ B). When each flit of
(M + B) arrives at the head of the output VC, there dfe? combinations of other real-time traffic that
denote whether they occupy the corresponding output VCs or not. All these combinations will determine
how to share the bandwidth. .

Let X.(i) be the number of flits, which needg(i) cycles at the output VC such th@ 'x ) =
B + M, given that the blocking length B. Theng,., the actual delay for a blocking IengEhcan be
denoted as

2Ac-2_1

Be= Y Xc(i)S.0).

i=0

Let’s define the c.d.f. oB,, P{8. < D'}, as

B" X c 2) 1
P{,Bc = D/} = Z Z Z m,c(B)Px,c(XOv O|B) v )c C(XZ(C 21, 2(C 2 1|B) (17)
B=0 Xo=0 Xoc—2)_4=0

There are (-2 + 1) summation notations in E§17). The first notation is foB and the remaining
2(¢=2) notations correspond to the total number of combinations of the output VC status. (h78q.
P. (X, i|B) is the probability thatX.(i) = X given the blocking length i8. B*, the upper bound of
B, is 2maxb,, M) + M which represents the worst case of blockiXg,= min(B + M, D'/5.(0)), and
X =D — Y S()X;/8 () forL<i <262 -1,

We need the solution of,, .(B) and P, .(X, i| B) to find the deadline missing probability. Since the
exact estimation of the terms is extremely hard, we approximate these probabilities from the operational
behavior of the router/network. Using, . in Eqg. (3), we can getP,, .(B) as follows. Since the blocking
length(B,.) varies between 0 and 2 max(M) + M, under the uniform distribution assumptia), .(B)
can be written as

1_Pb,cy B:O

P,.o(B) ~ { P,./(2maxps, M) + M), 1 < B < 2maxé,, M) + M (18)
0, otherwise



E.J. Kim et al. / Performance Evaluation 60 (2005) 275-302 289

Similarly we can getP, (X, k| B) using P.(k), which is derived in Eq(8). SinceX.(i) = P.(i) - (B +
M) for a givenB, we assume thaX.(i) varies between 0 and3(+ M) under the uniform distribution
assumption. Hence,

1— P.(k), X=0
P, (X, k|B)~ { P.(k)/(B+M),1<X < (B+ M) (19)
0, otherwise

3.4.2. Deadline missing probability in a hypercube interconnect

The DMP for the single router model is extended to compute the DMP for acdesf§ic that traverses
h hops in am-cube network. We start with the network latency expresdignThe network latency for a
givenPath which is a set oh channels traversed by a message using e-cube routing, can be modified as

= Z (Bc,sSc,s + P) + ((Bc,n + M)Sc,n + P — 1), (20)
sePath

whereB, ; (0 < s < n — 1) is the blocking length seen by a header flit of ckasschannek, andS, ; the
number of cycles required for transferring a flit of class channek. The first term in Eq(20) represents
the time spent at each hop, and the last term denotes the time at the ejection channel. Note that this does
not include the queueing delay outside the router. As in the single router case, we combine the two random
variables tos, ;. Thus, we writezsepath (Bc.s) = L. — (P — 1+ Ph), where Pathincludes the ejection
channel (Path= PathU {n}). 8. s is given byB.; = B (S.;, 0 <s <n —1andB., = (B., + M)S. ».
LetD' = D — (P — 1+ Ph) and Py, . (Dy) be the p.m.f o8, s(Ph.c.s(Ds) = P{Bc.s = Dy}).

Let P, .(D) be the probability of missing the deadliDdor a givenPath = {s1, s2, . ..s,}. Ifwe canfind
the c.d.f. ofL., P{L. < D}, thenP, .(D)isl— P{L. < D}(=1- P{ZSepath Be.s 5 D'}). Considering
the delay of each hop( ,,, B.., - - . ) independent to each other, we can write

U
Sh+1

51
p Z (ﬂcs) = D} = Z AR Z Ph,C,S1(D51) v PhanSh+1(D5h+1)' (21)

sePath Dy, =M

The above equation hak { 1) terms corresponding to the ¢ 1) hops a message travels(including the
ejection channel). The lower bound of each hop exceptthel)th hopis zero. Fromh_ oy, (Be.s) < D',
we can get the upper bounds@$ = D" — Zﬁ‘fll 1Ds;andDy, =D’

We can compute the p.m. P(c s(Dy)) in Eq. (21) from the c.d.f. P{B.s < Ds}) by Py (Dy) =

P{B.s < Dy} — P{B.s < D; — 1}. Rewriting Eq.(17), we obtainP{B. ; < D;} as

u

B 2(C 2)_1

P(Bes <D} =) Z > Pucs(B)Prcs(X0,01B) ... Pecy(Xae2_y, 267 — 1] B).

B=0 Xo= Xoc-2)_ 1_0
(22)

As explained in Eq(17), there are -2 4+ 1 summation notations in EQ2). P,, ...(B) is the p.m.f
of B., and P, . (X, i| B) the probability thatX,(i) = X for a givenB (X2, 1 X,.(i) = B).
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Bes = fgﬂ_l X, (i)Scs(i). B" is defined in the single router model, whit§ = min(B, D,/S. ;(0)),
X! =D, — Z"jj) Se.s(7)Xj/Ses(i). For the ejection channet & n), the c.d.f. is slightly different, and
should include the message lendthwith blocking lengthB. So, P, (X, i|B),0 <i < 262 — 1,
will be replaced byP, ., (X,i|B+ M),0 < i < 22 — 1. Also, the upper bound aX, changes to
X = min(B + M, D,/S.,(0)).

From Eq.(18), P,...s(B) can be written as

1-pP, B=0
Pucs(B) = | Py /(2maxps, M) + M), 1 < B < 2maxb,, M) + M (23)
0, otherwise

whereP; . is the blocking probability of classin channek as per Eq(11).
Similarly from Eq.(19), we can getP, . (X, k| B) from P. (k) as

1-P. k), X=0
Pics(X,k|B)~ { P.s(k)/B, 1<X<B
0, otherwise

Note that all these equations can be derived from the single router model for a given number lof hops(
and for a physical channsby setting the proper boundary values.

4. Performance results

In this section, we analyze the performance results for a 16-port router-anoes of various sizes.

The performance parameters are average message/network latency (in cycles) and deadline missin
probability(DMP). To validate the analytical models, we have developed a flit-level simulator using
CSIM. The default parameters used in this study are givarabie 1 In the following subsections, we
discuss only a selected set of results.

The results are reported for a mixed workload of two real-time (R1, R2) and one best-effort (BE)
traffic types. For a given real-time load in messages/cycle, we generate two types of real-time traffic such
that the intergeneration time of the second type is twice that of the first type. For example, if the input
load is 0.01, then the intergeneration time for the first real-time traffic (R1) is 100 cycles, and for the
second real-time traffic (R2) is 200 cycles. If there are 3 types of real-time traffic, the intergeneration
time of R2 is given by Bx (intergeneration time of R1) and that of R3 is given by @ntergeneration
time of R1). So in the following figures, real-time load implies the message generation rate of R1 only.
The actual link load should include R1, R2, and BE. Note that these intergeneration times are used to

Table 1

Simulation parameters

Switch size Single router : 16x 16
n-cube: @+ 1) x (n + 1)

Message sizeM) 32 flits

Input/output buffer size 32 flits (or 4, 16, 64)

Number of VCs 3 (or 4)
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represent th&/tick values {tick. = 1/(A$M). Best-effort traffic load is generated independent of the
real-time traffic. After determining the intergeneration time for each class, messages are generated using
exponential distribution.

4.1. Single router results

We first validate the analytical model with simulation results for the 16-port rdeigerd(a)shows the
variation of average network latenci ) for the three classes of traffic. The analytical and simulation
results differ at most by 5%. The graphs exhibit the QoS ability of the router in that both classes of
real-time traffic incur smaller latency compared to the best-effort traffic, and also the R1 traffic with a
smallerVtick value has better performance than the R2 class with a higtigk value. (Although not
shown in the figure, it was observed that by replacing the VirtualClock algorithm with Round Robin, the
performance differences were lost. Rather R1 latency was higher than R2 latency since its input load was
higher.)

Fig. 4(b)depicts the effect of the VirtualClock scheduler. Since the best-effort messages are serviced
only when there are no real-time messages, and a separate VC is provided for each type of traffic, the
best-effort load variation does not affect the real-time traffic latencies.

Fig. 5 plots individual components of the average message latdnayr{cy.) and how they change
with the real-time load. In the figure, the queueing time represents the average waitingiijnéne
transfer time is given byX(), and . — T) represents delay due to blocking and sharing. By comparing
Figs. 4(a) and 5tis evident that with the inclusion of the average waiting timg); the latency difference
between the real-time traffic and best-effort traffic increases. Also, the graphs indicate that with increasing
real-time load, the waiting time and the blocking time of best-effort traffic increases faster compared to
those of real-time traffic.
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Fig. 4. Network latency comparison of analytical model and simulation model in a 16-port router with (a) varying real-time load
and fixed best-effort load (0.01 msgs/cycle), and (b) varying best-effort load and fixed real-time load (R1: 0.005 msgs/cycle).
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Fig.5. Components of message latency in a 16-port router with varying real-time load and fixed best-effort load (0.01 msgs/cycle).
(a) Analytical model, (b) simulation model.

Fig. 6shows the simulation results for Fair Queueing, VirtualClock and Weighted Round Robin schedul-
ing algorithms in order to reconfirm that these three algorithms have the same/similar perfof87dnce
The average network latency curves for each traffic type (R1, R2, BE) match over the entire work-
load. We also get similar performance from our analytical model for the VirtualClock algorithm, as

70.0 T T T

G—>0O Virtual Clock, R1
B—H Virtual Clock, R2
Virtual Clock, Best-effort
60.0 - A—4A Fair Queueing, R1 |
. &—= Fair Queueing, R2
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*—* Weighted RR, R1
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Real-time Load (messages/cycle)

Fig. 6. Comparison of VirtualClock, Fair Queueing, and Weighted Round Robin in the 16-port router with varying real-time
load and fixed best-effort load (0.01 msgs/cycle).
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depicted inFig. 4 (a). Thus, we can restrict our discussion to only the VirtualClock algorithm, although
the results are applicable to the other two scheduling schemes. Moreover, unlike the bounding analy-
sis reported i138,39,37] here we can predict the average behavior of the work conserving scheduling
mechanisms.

4.2. n-cube results

Fig. 7(a)—(c)epict the average network latendy.J results form the analytical and simulation models
in a 5-, 6- and a 7-cube, respectively. The figures reveal that the analytic results closely match with the
simulation results. For the 7-cube, the error in the best-effort results is relatively large for higher workload.
This is due to the fact that with the same total load, the best-effort traffic enters the saturation region faster.
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Fig. 7. Network latency comparison of analytical and simulation models in (a) a 5-cube, (b) a 6-cube and (c) a 7-cube with
varying real-time load and fixed best-effort load (0.002 msgs/cycle).
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Fig. 8. Latency components of analytical model and simulation model in a 6-cube with varying real-time load and fixed best-effort
load (0.002 msgs/cycle). (a) Analytical model, (b) simulation model.
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Fig. 8shows individual components of the average message latemeycy.) and how they change with
the real-time load. The results reconfirm the validity of the analytic model.

Fig. 9 plots the variation in best-effort traffic latency () as a function of both real-time and best-
effort load in a 6-cube. The results support our intuition that for a fixed best-effort load and increas-
ing real-time load, the network latency of best-effort traffic should increase faster than for a fixed
real-time load and increasing best-effort load. As mentioned earlier, the network latency is affected
by two different parameters: one is due to blocking and the other is due to sharing. Generally the
blocking delay of a particular class is proportional to its input load, while the delay due to shar-
ing increases as the workload of other types increases. For the best-effort traffic, the delay due to
sharing seems to be the main contributing factor. Hence, with a fixed real-time traffic, the latency of
best-effort traffic L¢) is not affected significantly by the best-effort load as much as by the real-time
load.

Fig. 10shows the network latency in a 6-cube with different best-effort message |édgth§4). The
message length of best-effort is two times that of the real-time message. By compigrirfgwhich
has same lengths for all messages, it is evident that the latency of real-time traffic is not affected by
the length of best-effort message. Using the model as a design tdeig.iril(a) we examined the
effect of input/output the buffer size. The results concur with prior studies in that the network latency is
marginally affected by the buffer size. FinalRig. 11(b)depicts the network latency results for a 6-cube
with 3 classes of real-time traffic and one best-effort traffic. With more classes of real-time traffic, the
best-traffic latency enters into saturation region even faster compare to the resigis©fThe graphs
indicate that the rate-based scheduler favors higher priority traffic and thus, lower priority traffic suffers.

Next, we examine the accuracy of our analytical model with respect to bursty traffic using an ON/OFF
source. We again have two real-time and one best-effort traffic classes. For each real-time class, we
use 14 ON/OFF sources each with a generation raié tdf4 messages. The destinations are uniformly
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Fig. 9. Best-effort network latency in a 6-cube as a function of both real-time and best-effort load. (a) Analytical model, (b)
simulation model.

distributed Fig. 12shows the network latencies of analytical and simulation models. Since the generation
is evenly scattered to avoid traffic burst by a NI, our analytical model can predict the network latency
without any modification, while we need another model to get the average waiting time at the source for
ON/OFF source.

4.3. Deadline missing probability results

Using the equations derived in Secti®d, we compute the deadline missing probabilities in a single
router and in a 6-cube. Note that we need a deadline paradateestimate the DMP. In our pipelined
router model, the minimum transfer time for a 32-flit message is 36 cyflas #/ — 1). Hence, we set
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Fig. 10. Network Latency in a 6-cube with variable best-effort message levigtio4) (best-effort traffic load: 0.002 msgs/cycle).
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D = 42 or 47 cycles for the single router. Similarly for 2-hop messages in a 6-cube, the minimum transfer
time is 46 cycles¥M + Ph + P — 1). We setD = 55 or 60 cycles for 2-hop messages, @ne- 70 or 75
cycles for 5-hop messages.

In Figs. 13 and 14we plot the DMP results. In a 6-cube, the deadline missing probabilities of 2-hop and
5-hop messages are shown for differBrtalues. The single router results are more accurate compared
to the 6-cube results. This is because we approximate the upper bound of blocking length in each hog
to (2maxb,, M) + M) without accounting for the chained blocking. There is no chained blocking in a
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Fig. 12. Network latency comparison of analytical model and simulation model with ON/OFF real-time traffic (a) in a 16-port
router with varying real-time load and fixed best-effort load (0.01 msgs/cycle), and (b) in a 6-cube with varying real-time load
and fixed best-effort load (0.002 msgs/cycle). (a) Single router, (b) 6-cube.
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Fig. 14. DMP comparison of analytical and simulation models in a 6-cube with varying real-time load and fixed best-effort load
(0.002 msgsl/cycle). (a) Deadline : 55 cycles (2 hops), 70 cycles (5 hops), (b) deadline : 60 cycles (2 hops), 75 cycles (5 hops).

single router and hence, the upper bound approximation is more accurate. Even with this approximation,
the deadline missing probability results from the analytical model of a 6-cube differ with the simulation
results by 10%.

5. Concluding remarks

Provisioning for QoS in cluster networks is becoming a pressing issue with the increasing use of clus-
ters in many commercial applications that need more sophisticated service than the traditional best-effort
service model. While a few design alternatives have been proposed to support QoS in clusters, to our
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knowledge, there is no efficient mathematical technique to evaluate the design trade-offs. The simulation
or limited implementation approach used in prior studies is expensive and inflexible in providing fast-hand
estimates to the wealth of questions that arise in making QoS design decisions. This paper introduce:s
an analytic model for evaluating QoS-aware wormhole routers and hypercube-style cluster networks,
designed using such routers. The model captures the pipelined design, and analyzes the blocking dela
at different stages of the pipe. In addition, the effect of VirtualClock scheduling to provide prioritized
service is reflected in the model. Comparison with the simulation results indicates that the router as well
as the hypercube models are quite accurate in predicting average message latency and deadline missil
probability.

The models can be used as an efficient design tool in studying various design trade-offs. For example,
the impact of message length, buffer length, scheduling mechanism, relative performance difference
between two traffic types, and many other design questions can be answered quickly using the mode
either for a single cluster or for a multi-switch cluster. Such performance estimates and quick design
overviews are difficult to obtain via a simulation study.

The present model can be improved in a variety of ways and some of them are currently pur-
sued in our group. First, the exponential arrival distribution and ON/OFF model for real-time traf-
fic may not be quite practical. We need to develop a model with a CBR/VBR source to capture in-
puts like media streams. Second, QoS comes with different connotations, and extension of the mode|
to predict other performance parameters such as bandwidth assurance should be useful. Next, th
model can be extended to other topologies. Finally, co-evaluation of a cluster network with net-
work interfaces should answer many questions regarding the QoS ability of an entire communication
system.
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Appendix A. The appendix summarizes the principal traffic rates in ann-cube
A.1. Traffic rates in an n-cube router

Two types of messages arrive at a router using the input channels. One is called a terminating
message, and the other is a transit message that passes through the router using one output cha
nel. Let AL be the total transit message rate of traffiat a router. The generation rate of traftic
in the steady state i8.. Therefore, the total message rate at the output of a router (over afi the
output channels) is.. = AL + 1. Let 1”* be the transit message arrival rate of traffifrom other
nodes at physical channglof a router. Similarlyi, ; represents traffic generated by the source node
for a physical channe$ and virtual channet. We give here the expressions derived[#6] for
completeness.
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The transient message arrival rate at physical chasmaeld virtual channet of a router is given
by

M

)\,IS Zpk)‘ Z ] 1 nC]s( 1Ck j

] =m

where O<s<(n—1),m =max(2k—n+s+1), and M = min(s + 1, k). The traffic generation
rates have the following relations.

n n
M= Plk =10 Ae=A+A =) Pki,
k=2 k=1

New messages for physical chansaind VCc are generated at a ratg, by the local host, and is given
by

= P e Gt
— ‘ an

The message rate for each virtual charmai an n-cube is the same regardless of its position, and is
given as

Aes = A -

A.2. Computation oBmiqqie(c, s) for Eq. (10)

To computeBnmigaie(c, s), we use the delay model frof6], except that we include the input and output
gueueing delays, whil6] captures only blocking delay.

P
Bmiddielc, ) = (1 - ;>

ne e
— oy 1),_;-1Cn/ »C
X Z Pl{c (maXQ%, M) + dL ])Z m+2(m + )n j ! m/ m+2’
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