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Abstract

Media outlets are becoming more partisan and
polarized nowadays. Most previous work fo-
cused on detecting media bias. In this paper, we
aim to mitigate media bias by generating a neu-
tralized summary given multiple articles pre-
senting different ideological views. Motivated
by the critical role of events and event relations
in media bias detection, we propose to increase
awareness of bias in LLMs via multi-document
events reasoning and use a multi-document
event relation graph to guide the summariza-
tion process. This graph contains rich event
information useful to reveal bias: four common
types of in-doc event relations to reflect con-
tent framing bias, cross-doc event coreference
relation to reveal content selection bias, and
event-level moral opinions to highlight opin-
ionated framing bias. We further develop two
strategies to incorporate the multi-document
event relation graph for neutralized summariza-
tion. Firstly, we convert a graph into natural
language descriptions and feed the textualized
graph into LLMs as a part of a hard text prompt.
Secondly, we encode the graph with graph at-
tention network and insert the graph embedding
into LLMs as a soft prompt. Both automatic
evaluation and human evaluation confirm that
our approach effectively mitigates both lexical
and informational media bias, and meanwhile
improves content preservation1.

1 Introduction

Media bias refers to the practice of presenting bi-
ased or partial information in news articles to pro-
mote an ideological leaning and sway readers’ polit-
ical opinions (Gentzkow and Shapiro, 2006; Groel-
ing, 2013; Morstatter et al., 2018). News media
plays a crucial role not only in supplying informa-
tion, but also in selecting and organizing informa-
tion to shape public opinions (Baron, 2005; Asp,

1The code and data link is: https://github.com/
yuanyuanlei-nlp/multi_doc_summarization_acl_2025

2007; Hillebrand, 2019; Lei and Huang, 2022; Lei
et al., 2024b). With the media outlets become more
partisan and polarized, the journalists usually em-
bed their ideological bias into news articles through
content framing (Tankard Jr, 2001; Prior, 2013;
D’Angelo, 2017). The prevalence of media bias
has harmful effects on both individuals and society,
such as misleading audiences, intensifying societal
polarization, and undermining democratic values
(Kuypers, 2002; Druckman and Parkin, 2005; Lei
and Cao, 2023; Entman, 2007; Emami et al., 2020).

While media bias presents a significant issue,
most previous research focused on detecting media
bias and few efforts were made to mitigate media
bias (Fan et al., 2019; Baly et al., 2020; Naredla
and Adedoyin, 2022; Liu et al., 2022a). Recently,
neutralized summarization (Lee et al., 2022) was
proposed to mitigate media bias by generating a
neutralized summary given multiple articles that
frame the same story from liberal or conservative
viewpoints. This task holds great promise in offer-
ing a comprehensive view of news reporting and en-
abling unbiased information access. However, the
approaches for neutralized summarization remain
rudimentary and mainly rely on basic text-to-text
generation that may suffer from limited content
analysis or lack of awareness of bias (Lee et al.,
2022; Bang et al., 2023).

To mitigate media bias, we argue that it is nec-
essary to incorporate bias indicators to inform the
neutralized summarization process. Motivated by
the critical roles of events and event relations in
detecting media bias (Zhang et al., 2021; Liu et al.,
2023; Zhang et al., 2024; Lei and Huang, 2024b),
we propose to inform LLMs of bias distribution
through multi-document events reasoning.

In particular, we propose to build a multi-
document event relation graph that takes events
as nodes and captures in-doc and cross-doc event
relations. This graph contains various bias rele-
vant information: (1) four types of in-doc event

https://github.com/yuanyuanlei-nlp/multi_doc_summarization_acl_2025
https://github.com/yuanyuanlei-nlp/multi_doc_summarization_acl_2025


[Right] Pence: Will use “all legal means” to reinstate immigration ban. Vice President Pence  

said that the federal judge who halted President Trump’s temporary immigration ban “made the 

wrong decision” and vowed to use (fairness) “all legal means” to protect (care) Americans.

[Left] Federal court rejects bid to reinstate travel ban. President Trump challenges (subversion) 

the constitutional checks on his power after the judge’s order reopened the flow of travelers from 

seven Muslim nations covered by his controversial travel ban.

[Center] Federal court denies Trump request to restore travel ban. The migrants were seizing 

the opportunity to enter the US after a court in San Francisco denied the Trump administration 

request for reinstatement of the controversial temporary travel ban.

[Summary] Travel Ban Reinstatement Rejected. 

A federal court rejected the reinstatement of 

the travel ban. The migrants from the seven 

listed countries are allowed to enter the US.
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Figure 1: An example of multi-document event relation graph based on a triplet of articles. The multi-document
event relation graph consists of events as nodes (bold words), moral opinions as event node attribute (colored words
in parentheses), and within-doc and cross-doc event relations (colored edges between events).

relations (temporal, causal, subevent, and corefer-
ence) illustrate the diverse narrative logic connect-
ing events within an article, thereby reflecting con-
tent framing bias (2) cross-doc event coreference
relations distinguish between events commonly re-
ported across multiple articles and events selec-
tively reported by a particular article, thus revealing
content selection bias (3) we also add event-level
moral opinions as a feature for event nodes to high-
light morally opinionated events and indicate moral
framing differences across articles. The designed
multi-document event relation graph is expected to
increase awareness of bias in LLMs and serve as
an useful guidance for neutralized summarization.

Take the example in Figure 1 as an illustration,
where the three articles report essentially the same
news of Travel Ban Reinstatement, but from per-
spectives of different ideological leanings. The
bold words are event words and the edges are col-
ored to represent different event relation types. We
can see that in this multi-document event relation
graph, the cross-doc event coreference relations
highlight common events shared across the articles,
and the main Reinstatement event appeared in all
the articles. Then, among the remaining events
unique to each article, the right leaning article
chooses to frame the main event as use "all legal
means" and describe the purpose as protect Ameri-
cans, while the left leaning article frames the main
event as challenges the constitutional checks. Fur-
ther, moral sentiment analysis shows that use "all
legal means" and protect Americans have positive
moral sentiments of fairness and care respectively,
while challenges the constitutional checks has a
negative moral sentiment of subversion.

We further propose a framework to integrate the
multi-document event relation graph into LLMs
for neutralized summarization, which consists of
two key components. The first is graph textualiza-

tion, where we convert the multi-doc event relation
graph into natural language descriptions, and feed
the textualized graph as a hard prompt into LLMs.
The second is graph prompt tuning, where we en-
code the multi-doc event relation graph with graph
attention network, and insert the graph embedding
as a soft prompt into LLMs for tuning. The incorpo-
ration of hard and soft prompt are complementary:
the hard prompt informs the model of graph struc-
ture by augmenting the instruction, while the soft
prompt enables direct tuning on graph embedding.
Both automatic evaluation and human evaluation
confirm the effectiveness of our approach based on
multi-doc event relation graph, which notably miti-
gates both lexical and informational media bias in
summaries and meanwhile improves the preserva-
tion of content semantics. Our main contributions
are summarized as follows:

• We propose to incorporate bias relevant in-
formation for media bias mitigation through
multi-document events reasoning.

• We introduce a multi-document event relation
graph to guide neutralized summarization.

• We design a new framework to integrate the
graph into LLMs, reducing media bias while
also improving content preservation.

2 Related Work

Multi-document Summarization aims to gener-
ate a concise and informative summary from a col-
lection of documents (Lebanoff et al., 2018). In
recent years, researchers applied deep neural net-
works and large pre-trained language models for
multi-document summarization (Mao et al., 2020;
Pasunuru et al., 2021; Shen et al., 2023). Addi-
tionally, researchers explored several subtopics in
this field, such as topic-guided, agreement-oriented,



or entity-aware summarization (Cui and Hu, 2021;
Pang et al., 2021; Zhou et al., 2021). Differently,
our goal is to generate a neutralized and unbiased
summary from multiple articles with varying ideol-
ogy, thereby mitigating framing bias.
Event Graph was introduced by Li et al. (2020);
Jin et al. (2022), which includes entity-entity links
and event-entity links via event argument roles, yet
lacks event-event relations. This graph is employed
in several down-stream tasks, including story gener-
ation (Chen et al., 2021), misinformation detection
(Wu et al., 2022), and sentence fusion (Yuan et al.,
2021). In contrast, our graph focuses on events and
establishes interrelations between events through
four types of event-event relations.
Event Relations were studied for decades. There
are four common relations between events: coref-
erence, temporal, causal, and subevent relations
(Caselli and Vossen, 2017; Zeng et al., 2020; Tan
et al., 2021; Man et al., 2022; Lai et al., 2022; Wang
et al., 2022; Lei and Huang, 2023b). While each
type of relations was previously studied in isola-
tion, we aim to develop a model that unifies all four
relations for comprehensive content analysis. In-
stead of analyzing event relations in single article,
we propose to construct a multi-document event
relation graph to capture narrative structures across
various articles.
Media Bias Detection attracted research interests
for years (Lichter, 2017). Early work detect media
bias at source level, by assuming all the articles
within one media source share the same ideology
(Budak et al., 2016; Baly et al., 2018). Subsequent
research shifted towards detecting media bias at
article level, by classifying the ideology leaning
of each article (Sapiro-Gheiler, 2019; Baly et al.,
2020; Chen et al., 2020; Liu et al., 2022b). More re-
cently, there has been an interest in detecting media
bias at more granular levels, such as sentence level
or token level (Da San Martino et al., 2019; van den
Berg and Markert, 2020; Spinde et al., 2021; Var-
gas et al., 2023; Lei et al., 2022; Lei and Huang,
2023a, 2024a). Different from most previous work
that develop approaches for media bias detection,
this paper aims for media bias mitigation.
Media Bias Mitigation has a relatively short re-
search history. The first work for mitigating media
framing bias was introduced by Lee et al. (2022),
where they introduced the NeuS dataset for neutral-
ized summarization. They also designed a method
to generate summary in a hierarchical order from
title to article (Lee et al., 2022). Different from pre-

vious work based on text-to-text model, our work
firstly incorporates bias information into this task.
We propose a multi-document event relation graph
approach to inform LLMs of bias distribution and
guide LLMs in mitigating framing bias.

3 Multi-document Event Relation Graph

Given a cluster of news articles, we propose to cre-
ate a multi-document event relation graph for con-
tent analysis. Overall, the graph comprises events
as nodes, moral opinions as event node attributes,
four common types of single-doc event relations,
as well as cross-doc event coreference relation to
connect articles together.

3.1 Event and Moral Attributes
An event refers to an occurrence or action reported
in news articles, and is the basic element in story
telling (O’Gorman et al., 2016). In news media, the
authors often convey their political stance through
moral judgment towards events, evaluating whether
the events align with social moral rules. The soci-
ologists have developed Moral Foundation Theory
to categorize social moral rules into five dimen-
sions, each associated with a positive and negative
judgment: Care / Harm, Fairness / Cheating, Loy-
alty / Betrayal, Authority / Subversion, and Purity /
Degradation (Graham et al., 2009).

The first step of graph construction is extracting
events from each article. An event identification
model is trained on the MAVEN dataset which
annotated event mentions for general-domain docu-
ments (Wang et al., 2020) (details in Appendix A).
Given a candidate article consisting of N words,
we infer the trained event identifier to predict the
probability of each word triggering an event:

P event
i = (peventi , pnon−event

i ) (1)

Subsequently, we extract the moral opinion towards
each event as node attribute. A moral classifier is
trained based on the EMONA dataset which anno-
tated event-level moral opinions in news articles
(Lei et al., 2024a). For all the extracted events, we
use the moral classifier to predict their moral judg-
ments into ten moral values or non-moral class:

Pmoral
i = (pcarei , pharmi , ..., pnon−moral

i ) (2)

3.2 Event-Event Relations
There are four common event relations. Corefer-
ence relation informs us whether the two events
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Figure 2: An illustration of neutralized summarization guided by multi-document event relation graph.

designate the same occurrence or not. Temporal re-
lation represents the chronological orders between
events, such as before, after, and overlap. Causal
relation shows the causality or precondition rela-
tion between events, and is categorized into causes
and caused by. Subevent relation recognizes con-
tainment or subordination relation between events,
including contains and contained by classes.

The next step is connecting the events with four
event relations for each article. The four event re-
lation extractors are trained on the general-domain
MAVEN-ERE dataset (Wang et al., 2022). Since
the four event relations interact with each other to
form a cohesive narrative structure, we adopt the
joint learning framework to train these relations
collaboratively (Wang et al., 2022). During the
inference process, we establish all possible event
pairs based on the extracted events. For each event
pair (eventi, eventj), we employ the trained rela-
tions extractors to predict the probabilities for the
four relations. The final label for each relation is
derived by applying the argmax function on these
predicted probabilities:

P corefer
i,j = (pcoreferi,j , pnon−corefer

i,j ) (3)

P tem
i,j = (pbeforei,j , pafteri,j , poverlapi,j , pnon−tem

i,j ) (4)

P causal
i,j = (pcausesi,j , pcaused−by

i,j , pnon−causal
i,j ) (5)

P sub
i,j = (pcontainsi,j , pcontained−by

i,j , pnon−sub
i,j ) (6)

3.3 Cross-doc Event Coreference
The final step is connecting the events across differ-
ent documents through event coreference relation.
We employ a cross-document event coreference res-
olution system (Lai et al., 2021; Wen et al., 2021) to
identify clusters of events from multiple documents.
The cross-document event coreference relation is

used to connect multiple single-document event re-
lation graphs together, facilitating cross-document
content analysis and narrative comparison.

4 Neutralized Summarization

The multi-document event relation graph is then
incorporated into LLMs for neutralized summa-
rization through two key components (Figure 2).
The first is graph textualization, where we convert
the graph into natural language descriptions, and
feed the textualized graph into LLMs as a hard
prompt. The second is graph prompt tuning, where
we encode the graph with graph neural network,
and insert the graph embedding into LLMs as a soft
prompt. The hard and soft prompts complement
each other: the hard prompt augments the instruc-
tion with graph structure, while the soft prompt
enables direct tuning on graph embeddings.

4.1 Graph Textualization

The graph textualization process is designed to
transform the graph structure into a natural lan-
guage format, making it readable by LLMs. This
involves creating an event table Tevent to describe
the events information, including event id, event
text, and event-level moral judgment. Additionally,
a relation table Trelation is developed to describe
the relations information between events, which
includes columns for source event, relation, and
target event. The two tables Tevent and Trelation

convert the graph structure into textual descriptions,
resulting in a textualized graph. This textualized
graph is then fed into LLMs as a hard prompt:

ht = TextEmbedder(Tevent;Trelation) (7)

where TextEmbedder is the text embedding layer
of a pre-trained and frozen LLM.



4.2 Graph Prompt Tuning
The graph prompt tuning process is designed to
create a graph embedding and project it as a soft
prompt into LLMs for further tuning. This involves
a graph propagation process to update events em-
beddings with their neighbor events embeddings
through interconnected relations, and produce a
final graph embedding that represents the entire
graph. In addition, a projection layer is crafted
to transform the graph embedding into the same
representation space of LLMs.

During the graph propagation process, we en-
code the article with Longformer (Beltagy et al.,
2020), and use the corresponding word embeddings
to initialize event node embeddings ei. Then, we
update event embeddings with their moral values:

ei = Wm(ei ⊕mi) + bm (8)

where mi is the moral label embedding of the event
ei, ⊕ denotes feature concatenation, Wm, bm are
trainable parameters of a transformation layer.

Afterwards, we develop a relation-aware graph
attention network to update event embeddings with
neighbor events embeddings through their linked
relations. Given a pair of events (ei, ej), their re-
lation rij is initialized as the embedding of the
corresponding relation word. At the l-th layer, the
input for i-th event node are output features pro-
duced by the previous layer denoted as e(l−1)

i . The
relation embedding rij is updated as:

rij = W r(e
(l−1)
i ⊕ rij ⊕ e

(l−1)
j ) (9)

where W r are trainable matrix. Then the attention
weights across neighbor events are computed as:

αij = softmaxj
(
(WQe

(l−1)
i )(WKrij)

T
)

(10)

where WQ, WK are trainable parameters. The
output feature for ei regarding the relation r is :

e
(l)
i,r =

∑
j∈Ni,r

αijW
V rij (11)

where Ni,r denotes the neighbor event nodes that
connect with event ei via the relation r, and r ∈
R = {coreference, before, after, overlap, causes,
caused by, contains, contained by}. After collect-
ing e

(l)
i,r for all relation types R, the final output

feature for event ei at l-th layer is aggregated as:

e
(l)
i =

∑
r∈R

e
(l)
i,r/|R| (12)

Subsequently, we derive the graph embedding by
introducing an additional graph node and linking it
to the event nodes. We employ the standard graph
attention network to aggregate event embeddings
into the graph embedding hlg at l-th layer:

αi = softmaxi
(
Wh(l−1)

g ⊕We
(l−1)
i

)
(13)

h(l)g =
∑
i

αiWe
(l−1)
i (14)

The graph embedding from the last layer is desig-
nated as the final graph embedding hg.

Furthermore, a projection layer is designed to
transform the graph embedding into the same rep-
resentation space of the LLM:

ĥg = W2

(
W1hg + b1

)
+ b2 (15)

where W1, W2, b1, b2 are the parameters of the pro-
jection layer, and ĥg is the resulting graph prompt.

During the summarization procedure, both the
graph prompt ĥg and textualized graph ht are fed
into the self attention layers of a pre-trained and
frozen LLM. The graph prompt ĥg receives gradi-
ents and enables back propagation.

5 Experiments

5.1 Datasets

The task of neutralized summarization has a rela-
tively short research history, and NeuS (Lee et al.,
2022) is the only available dataset up till now.
NeuS (Lee et al., 2022) collects US political news
articles from AllSides website. The articles that
discuss the same event and present different ide-
ological views are grouped together as a cluster.
Each cluster contains three articles, and each arti-
cle comes from liberal, center, conservative media
sources respectively. The dataset also provides an
expert written summary for each cluster of arti-
cles. We follow the dataset splitting released by
Lee et al. (2022), which results in 2452 / 307 / 307
news clusters allocated to the train, valid, test sets.

5.2 Experimental Settings

To validate our approach, we use two types of lan-
guage models as the foundation model for summa-
rization in the experiments: a decoder-only model
and a encoder-decoder model. For the decoder-only
model, we choose the open-source large language



Content Evaluation Bias Evaluation
Rouge-1 Rouge-2 Rouge-L Rouge-Lsum BLEU-2 polarization p-arousal n-arousal sum-arousal

Baselines
LexRank 42.24 18.16 26.61 36.87 17.68 63.73 2.42 1.53 3.95
BART-CNN 38.22 15.73 25.52 34.25 15.26 76.67 2.02 1.14 3.16
BART-Multi 39.60 16.26 24.57 35.05 17.60 54.47 3.46 1.64 5.10
Pegasus-CNN 38.17 15.61 25.18 31.17 13.69 74.45 1.98 1.15 3.12
Pegasus-Multi 35.33 13.27 21.25 31.14 14.79 59.15 4.83 2.27 7.10
GPT-3.5 42.01 16.25 26.13 37.27 18.77 77.25 3.40 2.13 5.52
GPT-3.5 + one-shot 41.95 16.77 28.13 37.39 18.33 44.29 2.52 1.57 4.08
GPT-3.5 + graph 43.20 18.06 30.56 38.08 18.99 32.37 2.03 1.59 3.62
GPT-4 42.36 16.49 26.30 37.31 19.04 75.86 3.37 1.97 5.34
GPT-4 + graph 42.61 18.67 30.82 38.18 19.09 31.77 2.11 1.49 3.60
NeuS 39.09 18.93 29.74 35.35 16.21 38.51 1.69 0.83 2.53
Bang et al. (2023) - - - - - - 1.57 0.91 2.48
LED 40.30 18.63 30.24 36.26 17.30 31.97 1.59 0.86 2.45
+ textual graph 41.84 19.46 31.18 37.30 18.23 29.77 1.29 0.83 2.12
+ graph prompt 42.06 19.96 31.74 37.56 18.23 29.84 1.33 0.84 2.17
+ both (full model) 42.96 20.66 32.74 38.56 19.09 28.14 1.26 0.71 1.97
Llama-2 42.26 19.25 30.88 37.75 19.15 30.30 1.80 1.02 2.81
+ textual graph 43.98 20.52 32.57 39.30 20.18 28.22 1.59 0.94 2.53
+ graph prompt 44.44 21.01 32.95 39.97 20.42 28.01 1.50 1.01 2.50
+ both (full model) 45.14 22.30 34.02 40.74 21.89 27.89 1.55 0.90 2.46

Table 1: Automatic Evaluation results of neutralized summarization on NeuS dataset. We calculate the Rouge and
BLEU scores to evaluate content preservation; and we calculate the polarization score and the arousal scores to
evaluate content-level informational bias and lexical-level bias respectively. The summarizer with better performance
should attain higher Rouge and BLEU scores, but lower polarization score and arousal scores.

model LLama-2 and use the version of llama-2-7b-
chat-hf (Touvron et al., 2023). For the encoder-
decoder model, considering the input text is typ-
ically long, we choose the longformer encoder-
decoder (LED) model and use the version of led-
large-16384 (Beltagy et al., 2020).

The models take the instruction prompt and a
cluster of three articles as input, and generates a
summary as output. The instruction prompt pro-
vided to the Llama-2 and LED models is detailed
in Appendix B. The maximum input length is set
as 2048, maximum output length is 512, number
of epochs is 5, gradient accumulation step is 16,
weight decay is 1e-2, learning rate for Llama-2 is
1e-4 and learning rate for LED is 1e-5. The Llama-
2 model is trained with LoRA (Hu et al., 2021),
with the rank 8, alpha 16 and dropout 0.05.

5.3 Baselines

We implemented baselines that are mentioned in
Lee et al. (2022) for comparison. Furthermore, we
also establish several GPT-based baselines.

LexRank (Erkan and Radev, 2004) is an unsuper-
vised model that selects sentences based on graph
centrality and generates extractive summaries.

BART-CNN (Lewis et al., 2020) is a news summa-
rization model that fine tunes BART-large on the
CNN Daily Mail dataset (Nallapati et al., 2016).

BART-Multi (Lewis et al., 2020) is a multi-news
summarization model that fine tunes BART-large
on the Multi-News dataset (Fabbri et al., 2019).

Pegasus-CNN (Zhang et al., 2020) is a news sum-
marization model that fine tunes Pegasus-large on
the CNN Daily Mail dataset (Nallapati et al., 2016).

Pegasus-Multi (Zhang et al., 2020) is a multi-news
summarization model that fine tunes Pegasus-large
on the Multi-News dataset (Fabbri et al., 2019).

NeuS (Lee et al., 2022) develops an abstractive
summarization method that learns to generate sum-
mary in a hierarchical order from title to article.

Bang et al. (2023) designs a polarity minimization
loss function to reduce framing bias.

GPT-3.5 is a large language model that generates
abstractive summaries via prompting. We use gpt-
3.5-turbo version and prompt is in Appendix C.

GPT-3.5 + one-shot provides one example of three
articles and their neutralized summary as a demon-
stration into the gpt-3.5-turbo model.

GPT-3.5 + graph guides the gpt-3.5-turbo model
to firstly reason the event relation graph of the given
articles, and then generate the summary through a
chain-of-thought process (Wei et al., 2023).

GPT-4 is another large language model that auto-
matically generates abstractive summaries. We use
the gpt-4 version to create the summaries.



Bias Evaluation Content Evaluation Language Evaluation
Lexical Bias Informational Bias Non-Hallucination Recovery Fluency Coherency

NeuS 85.90 88.46 71.79 68.42 61.54 76.92
GPT-4 80.77 79.49 89.74 97.43 97.43 97.43
LED 81.58 78.20 73.68 73.68 84.21 89.74
LED + graph 92.10 85.90 85.00 78.95 89.47 92.31
Llama-2 83.33 84.61 68.42 74.36 100.00 94.87
Llama-2 + graph 91.02 89.74 84.21 87.18 100.00 97.43

Table 2: Human Evaluation results of neutralized summarization on NeuS dataset. The bias evaluation includes
both lexical bias and informational bias. The higher scores for the six metrics represent better performance. The
row "+ graph" means incorporating the multi-doc event relation graph.

Content Evaluation Bias Evaluation
Rouge-1 Rouge-2 Rouge-L Rouge-Lsum BLEU-2 polarization p-arousal n-arousal sum-arousal

Llama-2 42.26 19.25 30.88 37.75 19.15 30.30 1.80 1.02 2.81
+ event moral 43.82 20.65 32.48 39.42 20.11 29.05 1.58 0.93 2.51
+ in-doc relations 44.74 21.31 33.11 40.22 21.01 28.57 1.68 1.00 2.68
+ cross-doc coreference 44.53 20.78 32.80 39.53 20.72 28.16 1.63 0.97 2.60
+ all (full model) 45.14 22.30 34.02 40.74 21.89 27.89 1.55 0.90 2.46

Table 3: The ablation study of different components in the multi-document event relation graph. The summarizer
with better performance should attain higher Rouge and BLEU scores, lower polarization score and arousal scores.

GPT-4 + graph incorporates the graph into gpt-4
model through a chain-of-thought process.

5.4 Automatic Evaluation

The automatic evaluation aims to evaluate the sum-
marization models from the perspective of content
preservation and bias mitigation. To evaluate con-
tent preservation, we calculate Rouge scores (Lin,
2004) and BLEU score (Papineni et al., 2002) be-
tween model generated summaries and human writ-
ten reference. As bias can be induced by both emo-
tional language and biased information included
in the content (Fan et al., 2019), to evaluate bias
mitigation, we evaluate both lexical-level bias and
content-level informational bias, by calculating the
arousal scores and polarization score respectively
(calculation detailed in Appendix D). The arousal
scores designed by Lee et al. (2022) include three
metrics: positive-arousal, negative-arousal, and
sum-arousal. A better summarizer is expected to
attain higher Rouge and BLEU scores, as well as
lower polarization score and arousal scores. The
automatic evaluation results are shown in Table 1.

The results demonstrate that incorporating the
multi-document event relation graph effectively
mitigates both lexical and informational bias, and
meanwhile improving content preservation for both
Llama-2 and LED models. Compared to their base-
line models without the graph, our approach suc-
cessfully alleviates media bias and reduces the po-
larization score and arousal scores. Besides, our ap-
proach notably improves content preservation and

yields higher Rouge and BLEU scores. In addition,
incorporating the multi-document event relation
graph effectively improves content preservation as
well as alleviates media bias for commercial GPT
models as well, reducing polarization and arousal
scores and meanwhile yielding higher Rouge and
BLEU scores. Moreover, our approach based on
the multi-document event relation graph outper-
forms previous methods that lack bias information.
Overall, the finetuned Llama-2 + graph model (the
very last row) achieves the highest Rouge scores,
BLEU score, and the lowest polarization score, and
the finetuned LED + graph model (the last row of
LED models) exhibits the lowest arousal scores.

5.5 Human Evaluation

The human evaluation aims to evaluate the gen-
erated summaries from three perspectives: bias
mitigation, content semantics, and language qual-
ity. Specifically, we design six questions regarding
lexical bias (usage of emotional or biased words),
informational bias (presentation of biased infor-
mation that reflects ideological leanings), content
non-hallucination, content recovery, language flu-
ency, and language coherency. After collecting the
evaluation scores from human annotators for the six
questions, we normalize the metrics into the range
of zero to one. For all the six metrics, a higher
score is better. The details about human evaluation
are presented in Appendix E. The results of human
evaluation are presented in Table 2.

The human evaluation validates the consistent



[Right] Pence: Will use “all legal means” to reinstate immigration ban. Vice President Pence  

said that the federal judge who halted President Trump’s temporary immigration ban “made the 

wrong decision” and vowed to use (fairness) “all legal means” to protect (care) Americans.

[Left] Federal court rejects bid to reinstate travel ban. President Trump challenges (subversion) 

the constitutional checks on his power after the judge’s order reopened the flow of travelers from 

seven Muslim nations covered by his controversial travel ban.

[Center] Federal court denies Trump request to restore travel ban. The migrants were seizing 

the opportunity to enter the US after a court in San Francisco denied the Trump administration 

request for reinstatement of the controversial temporary travel ban.

before

after

aftercaused by

coreference coreference

coreference

[llama baseline] A federal judge in Seattle 

temporarily blocked President Trump's executive 

order that barred immigration from seven 

countries. The judge said the order was 

unconstitutional and Trump challenged the 

constitutional check. (bleu 7.35, arousal 3.31)

[llama with multi-doc event relation graph] A 

federal court has blocked the travel ban that was 

put in place by President Trump. The court has 

also denied the Trump Administration's request to 

have the ban reinstated. (bleu 15.59, arousal 1.96)

Figure 3: A qualitative analysis of the generated text before and after incorporating the multi-document event relation
graph. The multi-document event relation graph effectively mitigates framing bias for neutralized summarization.

observations with automatic evaluation: the ap-
proach based on the multi-document event rela-
tion graph effectively mitigates both lexical bias
and informational bias. This demonstrates that the
multi-document event relation graph informs the
LLMs of bias distribution, and guides the LLMs
to utilize less biased words as well as present less
biased information. Besides, the multi-document
event relation graph also improves content qual-
ity, by reducing the hallucination and enhancing
content recovery. The multi-document event rela-
tion graph explicitly show the reported events and
represents the event-level content structures within
and across documents, thereby assists in reducing
hallucinations and recovering salient events.

Different from automatic evaluation, human eval-
uation indicates that GPT-4 model shows the best
content quality among the evaluated models, with
the least hallucination and best content recovery.
One explanation is that Rouge and BLEU scores
are calculated based on human written references,
while human evaluation measures content non-
hallucination and content recovery rate with respect
to the input articles. Both automatic evaluation
and human evaluation complement each other to
achieve a comprehensive assessment of summary
quality. Despite its strong performance in content
quality, the GPT-4 model still suffers from a higher
level of lexical bias and informational bias. This
shows that the current powerful LLMs can still
carry ideological bias in the generated content and
mitigating ideological bias is necessary.

5.6 Ablation Study

The ablation study of the two designed strategies
is shown in Table 1. The results demonstrate that
both textualized graph and graph prompt play a
necessary role in mitigating media bias and im-
proving content preservation. The textual graph
and graph prompt complement each other: the tex-

tual graph augments the instruction prompt with
graph information, while the graph prompt enables
direct learning from the graph embedding. Incorpo-
rating the two strategies together achieves the best
performance for both Llama-2 and LED models.

The ablation study of different components in the
multi-document event relation graph is presented in
Table 3. The results show that all the components
in the graph are critical in mitigating media bias.
The different elements in the graph carry comple-
mentary bias information: event-level moral opin-
ions inform opinionated moral bias, within-doc
event relations reflect different narrative framings
of each article, and cross-doc event coreference
relation highlights event selection bias across var-
ious articles. All these components are useful in
constructing a unified and cohesive content struc-
ture. Integrating them together as a whole graph
yields the best performance in terms of both content
preservation and bias mitigation.

5.7 Qualitative Analysis

Figure 3 shows a qualitative analysis of the gener-
ated summaries before and after incorporating the
multi-document event relation graph into Llama-2
model (An example of the LED model is shown
in Appendix F). The generated summary from the
Llama-2 baseline (upper text) does not mention the
core event denies the reinstatement, but includes
biased information challenged the constitutional
check from the liberal article that presents the lib-
eral ideological bias, and also has hallucination a
federal judge from Seattle which contradicts with
the input a court in San Francisco. After incorpo-
rating the multi-document event relation graph, the
generated summary (lower text) brings the mutu-
ally reported events denied the reinstatement back,
successfully excludes the biased information, and
eliminates the hallucination. This shows the effec-
tiveness of multi-document event relation graph



in improving content preservation and mitigating
media bias.

6 Conclusion

This paper aims to generate a neutralized sum-
mary given multiple articles with differing ideo-
logical bias as input, thereby mitigating their fram-
ing bias. Motivated by the critical roles of events
and event relations in detecting media framing bias,
we propose to build a multi-document event re-
lation graph to inform LLMs of bias distribution.
We further design two strategies to incorporate the
multi-document event relation graph into LLMs
for guiding the multi-document summarization pro-
cess, which include graph textualization and graph
prompt tuning. Both automatic evaluation and hu-
man evaluation demonstrate the effectiveness of
our approach in mitigating media bias and mean-
while improving content preservation.

Limitations

Our paper proposes to construct a multi-document
event relation graph to guide the neutralized sum-
marization process. The performance of this graph
is not perfect and may still make errors in extracting
event relations. We observe that the current event
relation graph has the ability to extract event rela-
tions for most easy cases with explicit discourse
connectives or language cues. However, it may
make mistakes in recognizing hard cases that state
event relations in an implicit way. To further im-
prove the performance of media bias mitigation, it
is necessary to enhance the extraction of implicit
event relations. Therefore, improving the construc-
tion of multi-document event relation graph be-
comes necessary and serves as the future work.

Ethical Considerations

This paper develops methodology to mitigate me-
dia bias. The media framing bias is a type of un-
wanted bias, which has harmful impact on both in-
dividuals and the society, such as misleading read-
ers, intensifying societal polarization, and under-
mining democratic values. The goal of this paper
is to mitigate the unwanted media framing bias
and enhance unbiased information access. The ex-
amples in this paper are only used for research
purpose, and do not represent any political lean-
ing of the authors. The release of code and model
should be leveraged to address and reduce media
bias, serving a broader social good.
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A Multi-document Event Relation Graph

A.1 Implementation Details

An event identification model is trained on the
MAVEN dataset which annotated event mentions
for general-domain documents (Wang et al., 2020).
Considering the news articles are usually long, we
use the Longformer (Beltagy et al., 2020) language
model to encode the article and build a binary clas-
sification head on top of the word embeddings to
predict whether the word triggers an event or not.

The event-level moral opinions classifier is
trained based on the EMONA dataset which an-
notated moral opinions towards each event in news
articles (Lei et al., 2024a). Following Lei et al.
(2024a), we use the Longformer (Beltagy et al.,
2020) to encode the entire article and add an ex-
tra layer of Bi-LSTM (Huang et al., 2015) on top
to capture the contextual information. Then we
build a 11-class classification head on top of the
event words embeddings to predict the moral la-
bel. The 11 labels include ten moral foundations
(care, harm, fairness, cheating, loyalty, betrayal,
authority, subversion, purity, degradation) and the
non-moral label.

The four event relation extractors are trained on
the general-domain MAVEN-ERE dataset (Wang
et al., 2022). We follow previous work (Han et al.,
2019; Yao et al., 2020) to form the training event
pairs in natural textual order, meaning the former
event in the pair is the precedent event mentioned
in text. For the temporal relations, the dataset also
annotates the time expressions such as date or time.
Considering our event relation graph focuses on
events, we only retain annotations between events.
We further process the before annotation in this
way: keep the before label if the annotated event
pairs aligns with the natural textual order, otherwise
assign after label to the reverse pair. The simulta-
neous, overlap, begins-on, ends-on, contains an-
notations are grouped into overlap category in our
graph. For the causal relations, we keep the cause
label if the natural textual order is followed, or as-
sign the caused by label if not. For the subevent
relations, we maintain the contain label if the natu-
ral textual order is followed, and assign contained
by label otherwise. The Longformer (Beltagy et al.,
2020) is used as the foundation language model,
and the event pair embedding is the concatenation
of two event words embeddings. Since the four
event relations interact with each other to form
a cohesive narrative structure, we adopt the joint
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learning framework (Wang et al., 2022) to train
these relations collaboratively.

A.2 Evaluation Performance
Table 4 presents the performance of event identi-
fication. Table 5 shows the performance of event-
level moral opinions classification, where we use
macro precision, recall, and F1 score as evalua-
tion metrics. Table 7 shows the performance of
event coreference resolution. Following the pre-
vious work (Cai and Strube, 2010), MUC (Vi-
lain et al., 1995), B3 (Bagga and Baldwin, 1998),
CEAFe (Luo, 2005), and BLANC (RECASENS
and HOVY, 2011) are used as evaluation metrics.
The performances of other components in the event
relation graph, including temporal, causal, and
subevent relation classification are summarized in
Table 6. The standard macro-average precision,
recall, and F1 score are reported.

Precision Recall F1
Event Identifier 87.31 91.81 89.40

Table 4: Performance of event identification. Macro
precision, recall, and F1 are reported.

Precision Recall F1
Moral Classifier 45.75 38.94 41.13

Table 5: Performance of event-level moral opinions clas-
sification. Macro precision, recall, and F1 are reported.

Precision Recall F1
Temporal 48.45 46.43 47.04

Causal 58.48 54.02 56.01
Subevent 53.37 42.90 46.21

Table 6: Performance of temporal, causal, and subevent
relation tasks in the event relation graph. Macro preci-
sion, recall, and F1 are reported.

A.3 Statistical Analysis
Table 8 presents the statistics of multi-doc event
relation graph on NeuS dataset. On average, there
are 25.59 events, 2.81 moral events, 1.82 corefer-
ence relation, 38.64 temporal relation, 6.27 causal
relation, 1.24 subevent relation, and 3.42 cross-doc
coreference relation within one graph.

B Instruction Prompt for Summarization

The instruction prompt provided into Llama-2 and
LED baseline models is: "Please summarize the

given text. Text: <article 1> /s <article 2> /s <arti-
cle 3>. Summary:"

The instruction prompt to incorporate the tex-
tualized graph into Llama-2 and LED models is:
"The task is summarizing the given text. The events
and event relations are important for summariza-
tion. An event is an occurrence or action reported
in the text. The moral attribute of event represents
the event is objective or contains subjective moral
evaluation. The following table presents the events
in the text, and the columns are event id, event
word, and event moral attribute: <event table>.
There are four types of event relations: coreference,
temporal, causal, and subevent relations. Corefer-
ence relation represents two events designate the
same occurrence. Temporal relation represents the
chronological order between events, such as be-
fore, after, and overlap. Causal relation represents
the causality between events. Subevent relation
represents the containment relation from a parent
event to a child event. The following table presents
the event relations in the text, and the columns are
source event id, source event word, relation be-
tween source event and target event, target event id,
target event word: <event relation table>. Please
summarize the given text. Text: <article 1> /s <ar-
ticle 2> /s <article 3>. Summary:"

C Prompt for GPT-based baselines

The prompt provided into gpt-3.5-turbo abd gpt-
4 baselines is: "Please summarize the given text.
Text: <article 1> /s <article 2> /s <article 3>. Sum-
mary:"

The prompt provided into gpt-3.5-turbo + one-
shot baseline is: "Please summarize the given text.
Please mimic the output style in the following ex-
ample. Example: <example article 1> /s <example
article 2> /s <example article 3>. Summary: <ex-
ample summary>. Text: <article 1> /s <article 2>
/s <article 3>. Summary:"

The prompt provided into gpt-3.5-turbo + graph
baseline is: "Please summarize the given text. Let’s
think step by step. Firstly, explain the events re-
ported in each article and the relations between
events. Events refer to an occurrence or action
reported in the sentence. There are four types of
event relations: coreference, temporal, causal, and
subevent relations. Coreference relation represents
two events designate the same occurrence. Tem-
poral relation represents the chronological order
between events, such as before, after, and overlap.



MUC B3 CEAFe BLANC
Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

76.34 83.10 79.57 97.07 98.32 97.69 97.79 97.00 97.39 83.69 92.43 87.54

Table 7: Performance of event coreference resolution in the event relation graph

events moral events event pairs coreference temporal causal subevent cross-doc coref
25.59 2.81 118.53 1.82 38.64 6.27 1.24 3.42

Table 8: The statistics of multi-document event relation graph on NeuS dataset. The average number of events,
moral events, event pairs, four in-doc event relations, and cross-doc event coreference relation in a graph are shown.

Causal relation represents the causality between
events. Subevent relation represents the contain-
ment relation from a parent event to a child event.
Secondly, generate the summary. Please mimic the
output style in the following example. Example:
<example article 1> /s <example article 2> /s <ex-
ample article 3>. Output: Firstly, explain the events
reported in each article and the relations between
events. <explanation of events and event relations
in the example articles> Secondly, generate the
summary. Summary: <example summary>. Text:
<article 1> /s <article 2> /s <article 3>. Output:"

D Automatic Evaluation

The automatic evaluation aims to evaluate the sum-
marization models from the perspective of content
preservation and bias mitigation.

For the content evaluation, we use Rouge scores
(Rouge-1, Rouge-2, Rouge-L, Rouge-Lsum scores)
and BLEU score (cumulative BLEU-2 score) be-
tween model generated summaries and human writ-
ten reference as metrics (Lin, 2004; Papineni et al.,
2002). The Rouge scores are implemented by us-
ing the rouge_scorer.RougeScorer function from
the rouge_score package. The cumulative BLEU-2
score is implemented by using the sentence_bleu
function from the nltk.translate.bleu_score pack-
age, with a weight of (0.5, 0.5, 0, 0).

For the bias evaluation, we evaluate both lexical-
level bias and content-level informational bias, by
using the arousal scores and polarization score re-
spectively. This is because bias can be induced by
both emotional language and biased information
within content. The arousal scores are designed by
Lee et al. (2022) and evaluate lexical-level emotion.
Specifically, the arousal scores are computed based
on the Valence-Arousal-Dominance emotion lexi-
con (Mohammad, 2018) and include three metrics:
p-arousal (arousal scores of positive words in the
summary), n-arousal (arousal scores of negative

words), and sum-arousal (summation of positive
and negative arousal). On the other hand, the polar-
ization score evaluates content-level informational
bias. To calculate polarization score, an ideology
classifier is trained on the AllSides dataset (Baly
et al., 2020), where a classification head is built on
top of the BERT language model to classify article-
level ideology into liberal, center, and conservative.
The macro F1 score of this ideology classifier is
80.19, which proves its validity. The polarization
score is computed as the predicted probability of
the polarized class, i.e. the sum of predicted prob-
ability of liberal and conservative classes. The
polarization score ranges from 0 to 1, with 1 indi-
cating full ideological polarization (liberal or con-
servative) and 0 indicating no polarization (neither
liberal nor conservative).

E Human Evaluation

The human evaluation aims to evaluate the gener-
ated summaries from three perspectives: bias mit-
igation, content semantics, and language quality.
Considering bias can be induced by both lexical
usage and information selection (Fan et al., 2019),
we evaluate both types of lexical bias (usage of
emotional or biased words) and informational bias
(presentation of biased information that reflects
ideological leanings). Specifically, we design six
questions regarding lexical bias, informational bias,
content non-hallucination, content recovery, lan-
guage fluency, and language coherency. The de-
tailed questions are:

1. Question (lexical bias): Does the text use bi-
ased or emotional words? Choose 2, 1, 0.
Score Explanation: 2 - uses objective and neu-
tral words, 1 - uses some emotional words
but acceptable, 0 - uses biased and emotional
words.

2. Question (informational bias): Does the text



generated summary

golden summary
Travel Ban Reinstatement Rejected. A federal court rejected the reinstatement of the
travel ban. The migrants from the seven listed countries are allowed to enter the US.

LED
Vice President Mike Pence said Sunday that the federal judge who halted President
Trump’s temporary immigration ban “made the wrong decision” and vowed to use
“all legal means at our disposal” to protect Americans.

LED + graph
Appeals Court Denies Request to Immediately Reinstate Travel Ban. A federal appeals
court denied the Trump administration’s request to immediately reinstate the travel ban.

Llama-2
A federal judge in Seattle temporarily blocked President Trump’s executive order that
barred immigration from seven countries. The judge said the order was unconstitutional
and Trump challenged the constitutional check.

Llama-2 + graph
A federal court has blocked the travel ban that was put in place by President Trump.
The court has also denied the Trump Administration’s request to have the ban reinstated.

Table 9: A qualitative example of the generated summaries before and after incorporating the multi-document event
relation graph into LED and Llama-2 models.

contain biased or polarized information to
showcase ideology leaning? Choose 2, 1, 0.
Score Explanation: 2 - does not showcase ide-
ology leaning, 1 - conveys some ideology bias
but acceptable, 0 - contains biased information
to showcase ideology leaning.

3. Question (content non-hallucination): Does
the text hallucinate compared to input articles?
Choose 1 or 0. Score Explanation: 1 - does
not hallucinate and aligns with the facts in
input articles, 0 - hallucinates some content
that is not included in the input articles.

4. Question (content recovery): Does the text
recover the important content from input arti-
cles? Choose 1 or 0. Score Explanation: 1 -
successfully recover important content from
input articles, 0 - misses some important con-
tent in input articles.

5. Question (language fluency): Is the text fluent
and grammarly correct? Choose 1 or 0. Score
Explanation: 1 - fluent and grammarly correct,
0 - not fluent and has grammar errors.

6. Question (language coherency): Is the text
coherent with natural logic flow? Choose 1 or
0. Score Explanation: 1 - coherent and logic
flow is natural, 0 - not coherent and logic flow
is not natural.

There are two human annotators participated in
the evaluation, both are graduate students who are
familiar with natural language processing and me-
dia bias research. Their reported political leanings
are center. One annotator is native English speaker
and the other is proficient in English. Both the

annotators were paid. The Cohen’s kappa inter-
annotator agreement rate is 0.67. The randomly
sampled 50 clusters of articles from the test set
were annotated. We select the NeuS and GPT-4
baselines, LED, LED + graph (the last row of LED
models in Table 1), Llama-2, Llama-2 + graph (the
very last row in Table 1) for evaluation. To avoid
the leakage of model information, different mod-
els are randomly shuffled and the name of models
are omitted. After collecting the evaluation scores
from human annotators for the six questions, we
normalize the metrics into the range of zero to one.
For all the six metrics, a higher score is better.

F Qualitative Analysis

Table 9 presents an example of the generated sum-
maries from LED and LED + graph models, as
well as the summaries from Llama-2 and Llama-2
+ graph models. The multi-document event rela-
tion graph alleviates the ideological leaning in the
summaries for both LED and Llama-2 models.
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