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Abstract

Recognizing events and their coreferential men-
tions in a document is essential for understand-
ing semantic meanings of text. The existing
research on event coreference resolution is
mostly limited to news articles. In this paper,
we present the first dataset for the legal do-
main, LegalCore, which has been annotated
with comprehensive event and event corefer-
ence information. The legal contract docu-
ments we annotated in this dataset are several
times longer than news articles, with an aver-
age length of around 25k tokens per document.
The annotations show that legal documents
have dense event mentions and feature both
short-distance and super long-distance coref-
erence links between event mentions. We fur-
ther benchmark mainstream Large Language
Models (LLMs) on this dataset for both event
identification and event coreference resolution
tasks, and find that this dataset poses signifi-
cant challenges for both open-source and pro-
prietary LLMs, which all perform significantly
worse than a supervised baseline. Our data and
code are available at https://github.com/
WeiKangda/LegalCore

1 Introduction

Identifying event mentions and grouping event
mentions based on their coreference relations is a
key step for text semantic understanding and neces-
sary for further event structure analysis. However,
research on event coreference resolution is mostly
limited to news articles as the annotated datasets
for event coreference resolution are mostly for this
domain (Walker and Consortium, 2005; Cybulska
and Vossen, 2014; Ellis et al., 2015, 2016; Getman
et al., 2017; Wang et al., 2022). There are a few
datasets for other more specific domains, such as
Twitter (Ritter et al., 2012), literature(Sims et al.,
2019) and biomedical texts(Thompson et al., 2009),
but these datasets often annotate individual event

Each Party hereby… has been debarred under 
any…Affiliates or personnel becomes  
debarred or proceedings have been initiated 
against any of them with respect to debarment

Each Party hereby… has been {Event_1 
debarred} under any…Affiliates or personnel 
{Event_2 becomes}  {Event_3 debarred} or 
{Event_4 proceedings} have been {Event_5 
initiated} against any of them with respect to 
{Event_6 debarment}...

Event_3 coreference Event_1;
Event_6 coreference Event_3

Figure 1: Event detection and event coreference resolu-
tion for a legal text excerpt.

mentions only and lack event coreference informa-
tion.

In this paper, we present the first dataset for the
legal domain, LegalCore, which has been anno-
tated with comprehensive event and event corefer-
ence information. The legal contract documents
in this dataset are several times longer than news
articles, with an average length of around 2.5k to-
kens per document. LegalCore contains 100 legal
contract documents and around 250k tokens, com-
parable in size to the main event-annotated datasets,
such as ACE 2005 (Walker and Consortium, 2005)
and ECB+ (Cybulska and Vossen, 2014).

As illustrated in Figure 2, we first annotate in-
dividual event words as event mentions in each
document, without constraints on event type. As
shown by the document excerpt example, legal doc-
uments have dense event mentions, and there are
23,183 event mentions annotated in total in our
dataset, roughly one event word in every ten tokens
of a legal document.

Next, we annotate event coreference relations.
But as each legal document is so long and usually
contains a brief introductory section followed by a
series of numbered sections, it is hard to identify
all the coreferential mentions of an event by going
through the document once. As shown in the exam-
ple document of Figure 2, the beginning section in-
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(a) Event Mention Detection (b) Annotate Local Coreference (c) Annotate Non-local Coreference
This License Development and Commercialization 
Agreement (this "Agreement") dated as of May 31, 
2017 (the "Effective  Date "), is made  and entered into 
by and between...Inc.... ("Array") and ... 
Ltd...("Ono")...Array and Ono wish to collaborate on 
the further development, manufacture and 
commercialization of the Products, ..., the Parties 
hereby agree as follows:
…
1.13 "Data" means, subject to Section 1.51 (Ono 
Know-How) and Section 4.4(c)(ii), any and all research 
data,... information and submissions pertaining to, or 
made in association with an IND, Marketing Approval 
Application, Marketing Approval or Pricing and 
Reimbursement Approvals, or any Post-Approval 
Marketing Clinical Study …
1.14 "Development" or " Develop " means non-clinical 
and clinical research and drug development activities, 
including toxicology, pharmacology, statistical 
analysis, Clinical Studies (including pre- and 
post-approval studies, Post-Approval Marketing 
Clinical Studies and Investigator Sponsored Clinical 
Studies), … designing and carrying out Clinical 
Studies … Reimbursement Approvals). 
1.15 "Diligent Efforts" means, with respect to the 
efforts to be expended by a Party, with respect to any 
objective, reasonable, good faith efforts to accomplish 
such objective … Without limiting the foregoing, with 
respect to efforts relating to the Development of, 
obtaining Marketing Approval or Pricing and 
Reimbursement Approval for, or Commercialization 
of the Product, "Diligent Efforts" means a sustained, 
continued and active commitment of … taking into 
account the stage and risk of development or 
monetization of the Product…
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Figure 2: Illustration of the 3-stages annotation process for LegalCore. First, event mentions are annotated in
legal documents. Next, local coreference links are identified within each section. Finally, non-local (cross-section)
coreference links are annotated. Bold: event mentions. Arrows: coreference links.

troduces the main involved parties and the theme of
the contract, and the following numbered sections
further specify rules or elaborate on the main ter-
minology used in the contract. Each section often
cites other sections for references. Therefore, we
design a two-pass procedure for annotating event
coreference relations and recover complete event
clusters in a hierarchical fashion, where we first an-
notate local event coreference relations within each
section and then annotate non-local event corefer-
ence relations spanning across sections.

After completing both passes of event corefer-
ence annotations, there are 853 event clusters identi-
fied in our datasets, where 653 event clusters are lo-
cal clusters and only contain event mentions within
one section, and the remaining 200 event clusters
contain event mentions from two or more sections.
Among the 200 non-local event clusters, a little
over half of them span across two sections and the
remaining span across three or more sections, in
particular, about 30 (15%) non-local event clusters
span across six or more sections. Accordingly, the
legal documents feature both short-distance and su-
per long-distance coreference links between event
mentions. If we measure the distance of corefer-
ence links between an event mention and its nearest
antecedent mention as the number of tokens be-
tween the two event mentions, we observe over half

of such coreference links have a distance less than
50 tokens, meanwhile, we observe a significant por-
tion of super long coreference links covering more
than 600 or even more than 1000 tokens.

In addition, with the increasing popularity of
LLM, we benchmark the performance of the main
LLMs in LegalCore, including open-source and
proprietary ones, such as Llama-3.1 (Grattafiori
et al., 2024) and GPT-4 (OpenAI et al., 2024).
Despite strong performance of LLMs in many
tasks (Chang et al., 2023; Du et al., 2024; Wei
et al., 2023a,b, 2022), our experiments show that
LegalCore poses significant challenges for both
open-source and proprietary LLMs, and the perfor-
mance of LLMs on both event identification and
event coreference resolution are still worse than a
supervised baseline.

To summarize, our contributions are mainly two:

• We introduce LegalCore, the first dataset for
the legal domain that has been annotated with
comprehensive event and event coreference in-
formation.

• We benchmark mainstream LLMs performance
on LegalCore, finding that both event detec-
tion and event coreference remain challenging to
LLMs.



2 Related Works

Event Identification There are many existing
datasets annotated with event information, some
require the models to identify event mentions and
classify them into specific event types (Ellis et al.,
2015, 2016; Getman et al., 2017; Wang et al., 2020;
Walker and Consortium, 2005), while others re-
quire the models to extract event mentions of all
types (Allan, 2002; Minard et al., 2016; Araki
and Mitamura, 2018; Sims et al., 2019; Liu et al.,
2019a), and LegalCore falls into the later cate-
gory. Most of the previous works (Walker and
Consortium, 2005; Ellis et al., 2015, 2016; Getman
et al., 2017; Cybulska and Vossen, 2014; Puste-
jovsky et al., 2003) focus on news domains, but
a few datasets have been developed for other spe-
cific domains, for example Twitter (Ritter et al.,
2012; Guo et al., 2013; Chen et al., 2022), literature
(Sims et al., 2019), finance (Chen et al., 2021), and
biomedical texts (Pyysalo et al., 2007; Kim et al.,
2007; Thompson et al., 2009; Buyko et al., 2010;
Nédellec et al., 2013), but none of the previous
datasets consider the legal domain. To the best of
our knowledge, LegalCore is the first dataset for
the legal domain annotated with event information.

Event Coreference Resolution Event Corefer-
ence Resolution is a key and challenging NLP task,
and many event coreference datasets have been
constructed. Previous datasets for event corefer-
ence are mostly based on news articles (Ellis et al.,
2015, 2016; Getman et al., 2017; Cybulska and
Vossen, 2014; Pradhan et al., 2007). The most
recent large dataset, MAVEN-ERE (Wang et al.,
2022), contains annotations of event coreference
relations as well as other event relations such as
temporal relations and causal relations, but the an-
notated Wikipedia articles are still mostly news
documents. The event coreference relations anno-
tated in LegalCore are expected to enable more
studies on event coreference resolution for the le-
gal domain and be highly valuable for developing
real-world applications for this important domain.

3 Dataset Construction

The LegalCore dataset contains 100 legal con-
tract documents that were selected from the CUAD
dataset (Hendrycks et al., 2021), a public dataset
used for identifying key clauses in legal contracts.
We will publish our annotated dataset.

The dataset construction is done in three phases,

namely annotating event mentions, identifying lo-
cal coreference links, and identifying non-local
coreference links, as shown in Figure 2. We fol-
low the annotation guidelines of O’Gorman et al.
(2016) for performing the first two phases of anno-
tations, we create our own annotation guidelines
for annotating non-local coreference links, and we
will publish our data annotation guidelines.

3.1 Event Mentions Annotation
Task Description We first annotate event men-
tions in each legal contract document. We define
an event as any occurrence, action, process, or state
that belongs on a timeline and can take various
syntactic forms, including verbs, nominalizations,
nouns, or adjectives, as outlined by O’Gorman et al.
(2016).

Annotation We follow the annotation guidelines
of O’Gorman et al. (2016) and have two annota-
tors annotate event mentions. Given the plain text
of a legal document, the annotators are asked to
identify all event mentions that occur in the doc-
ument. The annotators are trained and instructed
that event determination should rely solely on se-
mantics—whether something belongs on a timeline.
Syntactic form is secondary and considered later as
an event can take any syntactic realization. At this
stage, we only focus on the semantic aspect and de-
termine whether the words represent changes, tran-
sitions, or states occurring in the world. To ensure
the quality of the annotated data, we sample five
documents and asked both annotators to identify
all the event mentions. The inter-annotator’s agree-
ment is 80.2% (Cohen’s kappa). In total, we have
23,183 event mentions annotated in this dataset.

3.2 Local Coreference Annotation
Task Description Event coreference relations
link event mentions referring to the same event
in space and time. The coreference relation is both
symmetrical and transitive. In this stage, the anno-
tators are only asked to annotated local coreference
relations. A coreference link is considered local if
both event mentions are within the same section
of a legal document. As shown in the example of
Figure 2, sections in a legal document usually have
a section number, like 3. Payment.

Annotation We follow the annotation guidelines
of O’Gorman et al. (2016) and have two trained an-
notators annotate local event coreference. Given a
legal document with annotated event mentions, the



# Events # Mentions per
event

Local 653 2.5
Non-local 200 4.4

Table 1: Statistics of Non-singleton Events.

annotators are asked to identify coreference links
within the same section. An event mention should
only be linked to its nearest antecedent mention if
any. To ensure the quality of the annotated data,
we have the two annotators annotate five common
documents and measure the inter-annotator agree-
ment. The Cohen’s kappa is 70.0% for this stage
of annotations.

3.3 Non-local Coreference Annotation

Task Description For this stage, the annotators
are only asked to annotated non-local coreference
relations. A coreference link is considered non-
local if the two event mentions are within different
sections of a document. Non-local coreference
links are essentially cross-section links.

Annotation We create our own annotation guide-
lines and have two annotators annotate non-local
event coreference relations. Given a legal docu-
ment with annotated event mentions, the annota-
tors are asked to identify coreference links cross
different sections. We do not explicitly instruct an-
notators to exclude mentions that are already part
of local clusters when identifying non-local corefer-
ence links. Instead, the local and non-local clusters
naturally emerge after completing the two-stage
coreference annotation process. To ensure the qual-
ity of the annotated data, we sample five documents
and asked both annotators identify cross-section
coreference links. The inter-annotator agreement
is 74.8% (Cohen’s kappa).

3.4 Basic Statistics of Non-singleton Events

As shown in table 1, we have 853 non-singleton
events in the dataset. Among them, 653 event clus-
ters are local coreference clusters with an average
of 2.5 event mentions per cluster. For the remain-
ing 200 non-local coreference clusters with an av-
erage of 4.4 mentions per cluster. Overall, the
non-singleton events have 2.9 mentions per event.

Figure 3 further shows the distribution of non-
local coreference clusters based on the number of
sections each cluster span across. A little over half
of the non-local coreference clusters span across
two sections and the remaining span across three
or more sections, in particular, about 30 (15%)
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Figure 3: Histogram of Non-Local Cluster Distribution:
This chart illustrates the distribution of non-local clus-
ters based on the number of sections they span.

Domain Dataset #Doc Total
#Tokens

#Tokens
per Doc

#Mention
per Doc

News

ACE 2005 599 294,857 506 9
ECB+ 982 362,546 369 15

TAC KBP 1,075 694,540 646 27
MAVEN-ERE 4480 1,275,644 285 25

News &
Forum

Discussion
RED 95 54,287 571 92

Legal LegalCore 100 249,523 2495 232

Table 2: Statistics of event coreference relations
in LegalCore and existing datasets. Notice that
LegalCore has the largest # of Tokens per Doc, four
times than the dataset in the second place, and the largest
# of Mentions per Doc, over twice than the dataset in
the second place.

non-local event clusters span across six or more
sections, and these long span coreference clusters
can pose greater challenges to event coreference
resolution.

4 Dataset Analysis

4.1 Statistics Comparing to Existing Datasets

Table 2 compares the size of LegalCore with
existing widely-used event coreference datasets,
including ACE 2005 (Walker and Consortium,
2005), ECB+ (Cybulska and Vossen, 2014), TAC
KBP, MAVEN-ERE (Wang et al., 2022), and RED
(O’Gorman et al., 2016). We can see that most
datasets contain event coreference annotations for
news articles only, and only RED contains a small
number of other types of texts. Considering the
total number of tokens, LegalCore is comparable
in size to the commonly used dataset ACE 2005
(Walker and Consortium, 2005) and ECB+ (Cy-
bulska and Vossen, 2014). TAC KBP shown here
consists of a collection of smaller datasets, TAC



Dataset < 50 (%) 50 - 200(%) > 200 (%) Average

ACE 2005 36.4 27.9 35.6 192
TAC KBP 22.8 26.5 50.7 536

MAVEN-ERE 31.9 49.4 18.8 122

LegalCore 55.7 25.2 19.1 158

Table 3: The distributions and average values of dis-
tances (measured in #tokens) of coreference links for
LegalCore and existing datasets.

KBP 2015 (Ellis et al., 2015), 2016(Ellis et al.,
2016), 2017(Getman et al., 2017) and two other
LDC datasets1, following previous works (Wang
et al., 2022; Lu and Ng, 2021a,b). MAVEN-ERE
(Wang et al., 2022) is broad coverage news dataset
covering 168 event types and is significantly bigger
than all the other datasets.

Compared to all the existing datasets, the legal
documents in LegalCore are several times longer
and contain significant more event mentions per
document.

4.2 Distance between Coreferential Mentions

Recognizing relations between distant event men-
tion pairs is crucial for discourse-level document
comprehension (Naik et al., 2019), yet capturing
long-range dependencies remains a persistent chal-
lenge for NLP models. Therefore, we examine
the distance distributions of annotated event rela-
tions in LegalCore and compare them with the
most widely used existing datasets in Table 3. The
distance of a coreference link is measured as the
number of tokens between an event mention and
its nearest antecedent mention.

Interestingly, despite having much longer doc-
ument, LegalCore has similar average distances
and much more coreference event links with short
distance (< 50 tokens) comparing to previous
datasets. This is mainly because of two reasons:
First, legal documents often reference the same
event multiple times within a section for clarity
and consistency. Lawyers typically avoid using syn-
onyms, instead opting for exact wording to ensure
precision and reduce ambiguity. As a result, event
mentions referring to the same event tend to appear
close together in order to reinforce the document’s
accuracy and legal integrity. Second, LegalCore
is annotated with denser event mentions, averag-
ing 10.8 tokens between mentions compared to
24.9 tokens in TAC KBP. This dense event men-
tion annotation, combined with our thorough event
coreference annotation schema—which annotates

1LDC2015E29 and LDC2015E68.

local event coreference before addressing non-local
cases —results in most event coreference links oc-
curring over short distances.
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Figure 4: Histogram of long distance coreference links.
A coreference link is considered long if the distance
measured by # of tokens between two event mentions is
over 200 tokens.

On the other hand, our dataset contains a signif-
icant number of super long-distance coreference
links. We zoom in the long-distance coreference
links where the event mentions are over 200 tokens
apart, and show the histogram of long distance
coreference links in Figure 4. We can see that a sig-
nificant number of super long-distance coreference
links, where the two event mentions have over 400
tokens or even over 600 tokens in between, dozens
of coreference links have even over 1000 tokens in
between. These coreference links with a super long
distance pose great challenges to event coreference
resolution models.

5 Experiments and Analysis

5.1 Experiment Setup
Benchmark LLMs We also benchmark the per-
formance of mainstream LLMs on LegalCore.
The following models are used in the different
event-related tasks: Llama-3.1 (Grattafiori et al.,
2024), Mistral-Nemo (Mistral AI, 2024), Qwen-
2.5 (Qwen et al., 2025), and GPT-4 (OpenAI et al.,
2024). The exact model versions can be found in
Appendix A.2.

For event identification, we ask LLMs to an-
notate event mentions sentence by sentence. For
event coreference, we ask LLMs to find all event
mentions at once due to the existence of non-local
coreference chains, as one mention can appear at
the beginning of a document while the other men-
tion appears at the very end. The prompts used for



LLM benchmarking can be found in Appendix A.3.
We also evaluate LLMs in an end-to-end fash-

ion and report the final performance, where we
perform event coreference resolution on the model
identified noisy event mentions.

Input Output

JSC NOC KazakhOil, here-
inafter referred to as the "Com-
pany", in the person of Execu-
tive Marketing Director Ms. A.
M. Rakhimbekov, acting on the
basis of the Power of Attorney
(1) 1-13 dated January 3, 2000.

JSC NOC KazakhOil, here-
inafter {E1 referred} to as the
"Company", in the person of Ex-
ecutive Marketing Director Ms.
A. M. Rakhimbekov, {E2 act-
ing} on the basis of the Power
of Attorney (1) 1-13 {E3 dated}
January 3, 2000.

Table 4: Example of an input and output pair for fine-
tuning the T-5 model used for supervised event detec-
tion.

Supervised Baseline We built a supervised base-
line for both event identification and event corefer-
ence resolution. For event identification, we refer
to Hicke and Mimno (2024) and fine-tune T-5 mod-
els (Raffel et al., 2023) to take a raw sentence as the
input and output the same sentence marked with
event mentions. Table 4 shows an example of the
input and output pair. We experimented with T-5
models of different sizes: small, base, and large.

For event coreference resolution, we follow
Wang et al. (2022) and adopt a pre-trained
RoBERTa-base model (Liu et al., 2019b) for identi-
fying event coreference relations. Firstly, the whole
document is encoded using RoBERTa-base. For
documents longer than RoBERTa-base’s context
window, we split them into chunks and encode each
chunk separately, following the approach outlined
by Wang et al. (2022). Next, the contextualized rep-
resentations at the positions of each event mentions
are extracted from the encoded document. Finally.
the extracted representations are then fed into a
classification head in a pair-wise fashion to deter-
mine wether if there is a coreference link exists
between the two event mentions. We also report
the end-to-end performance for the supervised base-
line. All the experiments of the supervised baseline
were conducted using 5-fold cross-validation.

Metrics For event identification, we adopt the
standard micro-averaged precision, recall, and F-
1 metrics. Following previous works (Wei et al.,
2024; Wang et al., 2022; Choubey and Huang,
2017), we evaluate event coreference resolution
performance by adopting MUC(Vilain et al., 1995),
B3(Bagga and Baldwin, 1998), CEAFe(Luo, 2005),
and BLANC (Recasens and Hovy, 2011) metrics.

Model Precision Recall F-1

LLMs

GPT-4 72.5 39.0 50.7
Llama-3.1 52.3 47.7 49.9

Mistral-Nemo 66.5 37.4 47.9
Qwen-2.5 83.4 48.7 61.5

Supervised
t5-small 98.7 98.0 98.4
t5-base 99.1 98.6 98.9
t5-large 99.0 98.5 98.8

Table 5: Event Detection Performance. Supervised
baseline almost reach perfect score. LLMs are tested
with zero-shot setting and significantly underperform
the supervised-baseline.

5.2 Event Identification Results

Setting Precision Recall F-1

GPT-4
Zero-shot 72.5 39.0 50.7
One-shot 70.9 79.6 75.0
Two-shot 79.6 75.9 77.7

Llama-3.1
Zero-shot 52.3 47.7 49.9
One-shot 47.3 70.8 56.7
Two-shot 51.5 68.7 58.9

Mistral-Nemo
Zero-shot 66.5 37.4 47.9
One-shot 73.1 40.8 52.4
Two-shot 67.2 45.5 54.3

Qwen-2.5
Zero-shot 83.4 48.7 61.5
One-shot 80.4 54.4 64.9
Two-shot 82.8 47.6 60.5

Table 6: Event Detection Performance for LLMs with
Few-shot Prompting. Recall are improved significantly
comparing to zero-shot setting.

Table 5 shows that all LLMs significantly under-
perform the supervised baseline, and the latter per-
forms almost perfectly on event identification. Fur-
thermore, the results suggest that the primary chal-
lenge for LLMs using zero-shot prompting is their
lack of awareness regarding the density of event
mention annotations, as precision are much higher
than recall. Therefore, we also evaluate LLMs
under the one-shot and two-shot settings, and the
results are reported in Table 6. Although LLM
performance has improved, particularly for GPT-4,
whose F1 score significantly increased from 50.7
to 77.7 in zero-shot and two-shot settings, LLMs
still perform worse than the supervised baseline.

5.3 Event Coreference Resolution Results

Similar to what we did for event identification, we
evaluate LLMs for event coreference resolution
under both the zero-shot setting and the few-shot
settings. Figure 5 show the results, where we report
the averaged F-1 score across the four metrics for
event coreference resolution. The detailed results
can be found in Appendix A.5. Note that either



MUC B3 CEAFe BLANC
Precision Recall F-1 Precision Recall F-1 Precision Recall F-1 Precision Recall F-1

GPT-4 6.7 7.3 7.0 92.5 93.3 92.9 86.7 86.7 86.7 4.5 5.0 4.8
Llama-3.1 4.7 20.5 7.6 68.0 94.1 78.9 64.3 64.3 64.3 0.2 15.5 0.5
Mistral-Nemo 1.7 3.3 2.2 85.6 93.1 89.2 80.3 80.3 80.3 0.2 1.7 0.4
QWen-2.5 5.8 10.9 7.6 86.3 93.4 89.7 81.1 81.1 81.1 0.5 7.2 0.9

Supervised
Coreference

51.9 64.4 57.5 94.2 97.0 95.6 95.6 94.0 94.8 66.6 84.3 72.3

Table 7: Event Coreference Performance. For the LLMs, the evaluation is done in two-shot setting. LLMs
significantly underperform the supervised baseline. Supervised baseline has higher performance for B3, CEAFe,
and BLANC since it consider singleton clusters during evaluation, while MUC only consider non-singleton clusters.

one-shot or two-shot prompting do not significantly
improve the performance of LLMs, suggesting that
simply showing LLMs examples of event coref-
erence relations does not effectively help LLMs
better understand the task. The two-shot prompting
performs slightly better, yields a small improve-
ment on Mistral-Nemo and achieves comparable
performance on other LLMs.

Table 7 shows event coreference resolution re-
sults for LLMs and the supervised baseline in the
two-shot setting. Scores for B3 and CEAFe are
much higher because these two metrics consider
singleton events during calculation while MUC and
BLANC either only consider non-singleton events
or have a higher weight on non-singleton events.
The supervised approach, leveraging RoBERTa-
base fine-tuned on LegalCore, significantly out-
performs all LLMs across all the evaluation met-
rics. In contrast, all LLMs struggle with this task,
and even the best performing LLM model GPT-4
only obtains very low MUC and BLANC scores.
We also noticed that Llama-3.1 has lower B3 and
CEAFe scores compares to other LLMs. With fur-
ther investigation, we noticed that Llama-3.1 tends
to densely link event mentions and form large noisy
coreference clusters that significantly degrade per-
formance for B3 and CEAFe.

Clearly, all LLMs lag far behind the supervised
baseline, revealing the difficulties of LLMs in per-
forming event coreference resolution for legal docu-
ments. These results highlight the need for special-
ized training to bridge the gap between general-
purpose LLMs and domain-specific supervised
models. We conduct more detailed result analy-
sis in the following paragraphs.

Local vs. Non-local Coreference Clusters Next,
we investigate how the models performance differs
for local event coreference clusters and non-local
event coreference clusters. We report the micro-

GPT-4 Llama-3.1 Mistral-Nemo QWen-2.5
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Figure 5: The few-shot performance of LLMs on
event coreference. Few-shot prompting doesn’t improve
LLMs performance.

Local Non-local
Model P R F-1 P R F-1

GPT-4 3.0 3.7 3.3 9.2 8.1 8.6
Llama-3.1 1.5 1.5 1.5 2.2 20.6 4.0
Mistral-Nemo 1.5 1.5 1.5 0.7 2.5 1.2
Qwen-2.5 2.7 3.2 2.9 4.1 12.1 6.2

Supervised 43.1 63.9 51.5 44.6 45.8 45.2

Table 8: Event coreference performance for local and
non-local coreference clusters. LLMs, comparing to
itself, are better at capturing non-local coreference rela-
tions than local coreference relations. The supervised
model is better at capturing local coreference relations
other than non-local relations with longer distance.

averaged MUC scores for local and non-local coref-
erence clusters in Table 8. We only consider MUC
scores as MUC is the only metric among all four
metrics that only considers non-singleton clusters
in calculation, which makes it a better indicator of
model performance in this case as singleton clus-
ters are not considered in this analysis.

As shown in Table 8, surprisingly, the perfor-
mance of LLMs in capturing non-local (cross-
section) coreference clusters is higher than their
performance on local coreference clusters. One
potential reason is that we prompt LLMs to process



Long-distance Dependencies Example
...the Parties {E13 agree} as follows : ...
1.4 " {E16 Invention} " means any E17 invention,
know-how, data, {E18 discovery} or proprietary in-
formation, whether or not patentable, that is made
or generated solely by the Representatives of Anixa
or OntoChem or jointly by the Representatives of
Anixa and OntoChem in performing the Research
Plan, including all intellectual property rights in the
foregoing.
...
2.7 Records: Each Party will {E134 maintain} com-
plete and accurate records of all {E135 activities}
{E136 performed} by or on behalf of such Party un-
der the Research Program and all {E137 Inventions}
{E138 made} or {E139 generated} by or on behalf
of such Party in the {E140 performance} of the Re-
search Program.
...

Table 9: An example of long-distance coreference rela-
tions. Coreferential events are denoted in bold.

the entire document for identifying coreference re-
lations, therefore, they may overlook local clusters
as they prioritize a broader context over specific
areas, leading to lower recall in resolving local clus-
ters. In contrast, the supervised baseline is better
at resolving local coreference clusters than non-
local coreference clusters. However, we believe
one main bottleneck of the supervised baseline is
its context length limitation. RoBERTa-base has
a maximum context length of 512 tokens, which
is significantly shorter than the average document
length in LegalCore. As a result, long documents
are split into multiple chunks and encoded sepa-
rately, making it challenging to identify coreference
relations across chunks.

The Challenge in Resolving Long-distance
Coreference Relations We observe that both the
supervised-learning baseline and LLMs face chal-
lenges in resolving coreference relations with two
event mentions very far apart. In Table 9, we
present an example to spotlight the challenge in
resolving long-distance coreference relations. In
the example, {E16 Invention} corefers with {E137
Inventions}, despite being 1,264 words apart, span-
ning two sections and twelve subsections.

Error Analysis We also investigate mistakes
made by LLMs and the supervised baseline model.
We report the percentage of false positives (FP) and
false negatives (FN) among the wrongly predicted
coreference links in Table 10.

Notice that for the supervised baseline, the ma-

Local Non-local Overall

Model FP% FN% FP% FN% FP% FN%

GPT-4 55 45 47 53 52 48
Llama-3.1 49 51 92 8 84 16
Mistral-Nemo 50 50 77 13 67 33
Qwen-2.5 54 46 76 24 67 33

Supervised 73 27 50 50 63 37

Table 10: Rates (%) of different errors for event corefer-
ence. False positives (FP) and false negatives (FN) are
indicated. Notice that the majority of the mistakes stem
from FP for both LLMs and supervised baseline.

jority of mistakes (63.0%) stem from FP, where
the model incorrectly identifies two unrelated event
mentions as coreferent. In local coreference links,
FP accounts for an even larger proportion (73.3%)
of errors. This may be due to the data distribution,
as over half of the coreference links in LegalCore
occur within 50 tokens, leading the supervised
model to learn this pattern during training. For
non-local coreference links, FP and FN contribute
almost equally to the errors.

For LLMs, false positives (FP) also account for
the majority of mistakes, except for GPT-4. Specifi-
cally, FP makes up 84.1%, 66.7%, and 66.7% of the
overall errors for Llama-3.1, Mistral-Nemo, and
QWen-2.5, respectively. However, in contrast to
the supervised baseline, false positive mistakes are
more common in non-local coeference link pre-
diction. This suggests that LLMs tend to link ir-
relevant event mentions across sections, and this
issue is more pronounced in open-source models.
The false positive (FP) rates are especially high for
Llama-3.1, upon analyzing the outputs of Llama-
3.1, we observed that after initially making some
reasonable predictions, very quickly, the model
starts to link all the event mentions together, form-
ing a single cluster with numerous event mentions
from all over the document.

5.4 End-to-end Results

Table 11 presents the end-to-end results for both
LLMs and the supervised baseline. Compared to
event coreference results using gold event mentions
(Table 7), the coreference resolution performance
of LLMs decreased quickly in the end-to-end set-
ting, this is reasonable as LLMs do not perform
very well in event identification.

In contrast, the supervised baseline maintains
high performance and is much more robust benefit-
ing from explicit training on both event identifica-
tion and coreference resolution.



MUC B3 CEAFe BLANC
Precision Recall F-1 Precision Recall F-1 Precision Recall F-1 Precision Recall F-1

GPT-4 1.9 1.7 1.8 60.7 63.1 61.9 70.6 69.3 69.9 0.6 0.7 0.6
Llama-3.1 5.0 21.0 8.0 32.0 48.1 38.1 33.2 47.7 39.0 0.2 13.4 0.4
Mistral-Nemo 1.5 2.8 1.9 35.5 44.5 39.5 53.2 41.8 46.8 0.2 1.3 0.3
QWen-2.5 2.9 5.0 3.7 39.0 47.8 43.0 63.7 41.5 50.3 0.2 2.7 0.4

Supervised
End-to-end

50.5 58.3 54.1 94.6 96.5 95.5 95.3 94.2 94.8 67.7 81.3 72.6

Table 11: End-to-end Performance. For the LLMs, the evaluation is done in two-shot setting. LLMs significantly
underperform the supervised baseline.

6 Conclusion and Future Work

We have presented the first event dataset for the le-
gal domain, LegalCore, which has been annotated
with comprehensive event and event coreference
information. We further benchmark mainstream
Large Language Models (LLMs) on this dataset
for both event identification and event coreference
resolution tasks, and find that this dataset poses
significant challenges for both open-source and
proprietary LLMs. For future work, we will extend
the dataset to cover other event relations in legal
documents, such as temporal relations and causal
relations.

Limitations

LegalCore only contains one type of legal docu-
ments, legal contracts, there are many other types
of legal documents as well, which can be further
considered for event analysis. Another limitation
of LegalCore is that it only covers coreference
relation. The dataset can be more useful if it can be
further annotated with other event relations, such
as temporal, causal, and subevent relations.
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A Example Appendix

A.1 Hyper-parameters settings

For the baseline detection model, we train the
model with the learning rate sets to 1e− 4 for the
T-5 model, and the batch size sets to 4. We train the
model for 100 epochs with 5-fold cross validation.
For the baseline coreference model, we train the
model following the hyperparameters in Wang et al.
(2022). We train the model with the learning rate
sets to 1e−5 for the RoBERTa model, the learning
rate sets to 1e− 5 for the classification head, and
the batch size sets to 4. We train the model for 200
epochs with 5-fold cross validation. All training
are conducted on A-100 GPUs.

A.2 LLM Version

We list the detail information of the LLMs evalu-
ated in the paper below:
• Llama-3.1: We use the meta-llama/Llama-3.1-

8B-Instruct2 from Huggingface 3

• Mistral-Nemo: We use the mistralai/Mistral-
Nemo-Instruct-2407 from Huggingface.

• QWen-14b: We use the Qwen/Qwen2.5-14B-
Instruct from Huggingface.

• GPT-4-Turbo: We use the gpt-4-turbo accessed
through OpenAI API 4. The experiments are con-
duct within the window between Jan 15th, 2025
and Feb 15th, 2025.

A.3 Prompts Used

We show the prompts used for benchmarking
LLMs foe Event Detection and Event Coreference
in Table 12.

A.4 Annotators

All annotators are graduate student from research
labs of universities who have great experiences
in the field of Natural Language Processing. No
additional payments to students are given other
than graduate research assistant-ship the students
already have.

A.5 LLMs Few-shot Performance

We report the percentage of false positives (FP) and
false negatives (FN) of the predicted links in Ta-
ble 10 where two-shot prompting is used for LLMs.
We report the zero-shot and one-shot performance

2https://huggingface.co/meta-llama/Llama-3.
1-8B-Instruct

3https://huggingface.co
4https://openai.com/api/

of LLMs on event coreference in Table 14. We
report the zero-shot and one-shot performance of
LLMs with end-to-end setting in Table 15.

https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
https://huggingface.co
https://openai.com/api/


Task Prompt

Event Detection Please analyze the following text to detect all events. We define an event as any occurrence,
action, process or event state which deserves a place upon a timeline, and could have any syntactic
realization as verbs, nominalizations, nouns, or even adjectives. Please respond concisely and
directly to the point, avoiding unnecessary elaboration or verbosity. If an event is detected, kindly
provide its span as index and trigger word/phrase, formatting your response as:
Span: event span index
Trigger: trigger word/phrase
Span: event span index
Trigger: trigger word/phrase
...
If no event is identified, simply return None.
Text: {text}
Response:

Event
Coreference

Please analyze the following text to detect all coreference relations among events.
Two events have a coreference relation if they refer to the same event in space and time.
Coreference relation is symmetrical (i.e., non-directional): If A coreferences B, then B coreferences
A.
It is also transitive: If A coreferences B and B coreferences C, then A coreferences C.

Each event is uniquely identified in the text by an identifier in the format {E## trigger_word}.
For example:
- {E01 discovered}
- {E02 collaborated}
- {E03 agreed}

Response Format:
List all coreference relations strictly following this format:
E01 COREFERENCE E03
E02 COREFERENCE E05

IMPORTANT:
- Use exactly the same event identifiers as in the text.
- Do not change the format of the event IDs (always use E##).
- If there are multiple coreference relations, list each on a new line.
- If no coreference relation is detected, return "None" (do not add any explanation).
- If examples are provided, they are for illustration only. Do not copy the event identifiers from the
examples. Use only the event identifiers found in the provided text.

Table 12: Prompts used for Benchmarking LLMs for Event Detection and Event Coreference.

Local Non-local Overall

Model FP FN FP FN FP FN

GPT-4 1116 914 545 623 1633 1509
Llama-3.1 902 935 6103 538 6825 1293
Mistral-Nemo 921 935 2255 661 3154 1574
Qwen-2.5 1075 919 1899 596 2908 1449

Supervised 624 227 530 519 988 580

Table 13: Number of different errors for event corefer-
ence. False positives (FP) and false negatives (FN) are
indicated.



MUC B3 CEAFe BLANC
Precision Recall F-1 Precision Recall F-1 Precision Recall F-1 Precision Recall F-1

Zero-shot
GPT-4 10.9 11.4 11.1 92.9 93.5 93.2 87.3 87.3 87.3 9.5 9.4 9.4
Llama-3.1 6.0 25.4 9.7 68.9 94.5 79.7 64.5 64.5 64.5 0.3 18.9 0.5
Mistral-Nemo 2.2 8.1 3.4 72.8 93.3 81.8 69.0 69.0 69.0 0.4 4.9 0.8
QWen-2.5 4.4 7.4 5.6 87.7 93.3 90.5 81.9 81.9 81.9 0.3 4.1 0.5

One-shot
GPT-4 8.2 2.3 3.6 98.1 93.1 95.5 91.3 91.3 91.3 4.8 1.1 1.7
Llama-3.1 4.7 21.0 7.7 67.8 94.2 78.8 64.3 64.3 64.3 0.3 14.2 0.5
Mistral-Nemo 4.2 17.0 6.8 70.6 93.9 80.6 66.5 66.5 66.5 0.3 11.5 0.5
QWen-2.5 5.9 16.5 8.7 79.9 93.8 86.3 75.6 75.6 75.6 0.6 10.8 1.1

Table 14: Event Coreference Performance for LLMs with zero-shot and one-shot prompting.

MUC B3 CEAFe BLANC
Precision Recall F-1 Precision Recall F-1 Precision Recall F-1 Precision Recall F-1

Zero-shot
GPT-4 1.0 0.4 0.5 32.7 33.3 33.0 67.1 36.3 47.1 0.5 0.1 0.2
Llama-3.1 5.2 19.9 8.2 26.4 44.0 33.0 33.2 35.5 34.3 0.2 14.8 0.5
Mistral-Nemo 2.3 6.9 3.5 30.2 45.9 36.4 46.4 35.5 40.1 0.5 5.0 1.0
QWen-2.5 2.8 4.8 3.5 39.3 48.2 43.3 64.4 42.1 50.9 0.2 2.4 0.4

One-shot
GPT-4 0.4 0.1 0.2 60.3 58.2 59.2 65.3 74.8 69.8 0.03 0.0 0.1
Llama-3.1 4.2 17.8 6.8 30.2 45.0 36.2 30.3 48.5 37.2 0.3 13.1 0.5
Mistral-Nemo 3.6 13.2 5.7 28.3 49.0 35.8 43.1 31.8 36.6 0.3 8.1 0.5
QWen-2.5 2.4 6.1 3.5 41.1 54.2 46.7 57.7 45.5 50.8 0.2 2.7 0.4

Table 15: End-to-end Performance for LLMs with zero-shot and one-shot prompting.
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