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Problem
Machine Comprehension
SQuAD (Stanford Question Answering Dataset)
• Given passages from wikipedia articles
• Answering questions based on the passage
• Answers come from a span of text
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SQuAD
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Logistic Regression
1. Preprocess
2. Candidate generation
3. Feature extraction
4. Training
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Logistic Regression
1. Preprocess
• Splitting sentence
• Word tokenize
• Save vocabulary
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Logistic Regression
2. Candidate generation
All possible candidates: O(L^2)
Constituency parse tree
a. Generate phrase based on the tree
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Logistic Regression
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Logistic Regression
DFS on constituency tree
The chef, the soup, cooks the
Soup, the chef cooks the soup
76%
75% (limitation on length)
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Logistic Regression
Add bigram and trigram
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Logistic Regression
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Logistic Regression

3. Feature extraction
a. TF-IDF
b. TF-IDF inside the span
c. word exists in the question
d. length



Logistic Regression

3. Feature extraction
e. Wh-word and constituency label
Combine two components in one feature:
Wh-word & constituency probability



Logistic Regression



Logistic Regression

f. Average candidate word similarity
g. Neighbor word similarity vector



Logistic Regression

4. Training and evaluate
91.2% accuracy on training
Feature ablation: wh-word & constituency 
probability - 85%



Logistic Regression



Logistic Regression



Match-LSTM with Answer pointer

1. Preprocess LSTM layer
2. match-LSTM layer
3. Answer pointer layer



Thank you!
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Machine Comprehension 

 
 
SQuAD: Stanford Question Answering Dataset 

 
Passage: Selected from Wikipedia 
Questions: Crowdsourced 
Answer: span in the passage 



Machine Comprehension 

SQuAD: Stanford Question Answering Dataset 
 



Dynamic Co-attention Networks 



MCTest Dataset 
Passage: Children’s stories 
Questions: Crowdsourced 
Answer: Multiple Choice Questions 
 



Approaches 
A) Neural Networks Based 

–  Generalizable soft features 
–  LSTMs with attention based mechanisms 
–  Requires huge training data and time 

B) Feature Based 
– Explainability 
– Related to the techniques learned in the class 
– Works with relatively less data 

 



Implementation: Features 
Goal: Maximize Pr(P, Q, Ai) 

1. Sliding Window: 
•  Within a sliding window in P, number of 

word matches to the Q+A. 
•  To prevent boosting by trivial words, 

weight using inverse frequency 
•  Window size k = 2 to 30. (weighted sum)  



Implementation: Features 
Goal: Maximize Pr(P, Q, Ai) 

2. Distance Features: 
•  Minimize the distance between question 

and the answer. 



Implementation: Features 
Goal: Maximize Pr(P, Q, Ai) 

3. Word Embeddings: 
•  Find similarities between Q-A pairs and 

sentence s in the passage. 
•  Cosine between:  

– sum of word embeddings of Q-A 
– sum of embeddings of sentence in passage 



Implementation: Features 
Goal: Maximize Pr(P, Q, Ai) 

4. Coreference Resolution: 
•  Should not differentiate between ‘Mr. 

Trump’ and ‘the president’ 
•  Enhance previous word matching by pre-

processing with Coreference resolution. 
•  Library from StanfordCoreNLP 



Implementation: Features 
Goal: Maximize Pr(P, Q, Ai) 

5. Word Dependencies: 
•  Transform Q-A pair into statement using 

grammar rules. 
•  Compare dependency tree parsing 

between sentences. 



Implementation: Classifier 
•  Classifier: Shallow Neural Network 
•  Use above 5 features and 1 hidden layer. 



Results 
Feature  Accuracy 
Random Guess 0.231 
Sliding Window (SW) 0.456 
SW + Distance (D) 0.468 
SW + D + Word Embeddings (WE) 0.514 
SW + D + WE+ Coreference (C) 0. 513 
SW + D + WE + C + Word 
Dependencies 

0.521 

Human Performance 0.92 



Analysis 
Q: What animals dropped on his ice-cream cone? 
*A) A spider and a fly 
B) Spider and a pig 
C) Fly and a bee 
D) Spider and a bee 
 
 
P: ...she sometimes let him get a treat if  
he was helpful 
Q: What can James get at the store if he 
 is well behaved? 



Thank You!!! 



Project Presentation 

Qingchun Li  4.19.2018 

Using NLP to Automatically Map the Networks 
within the Plans of Houston  



Outline 

•  Motivation 
•  Data and Methodology 
•  Detail Steps to Implement the Algorithm 
•  Results and Evaluation 
•  Discussion and Future Work 



Motivation: 
•  Mapping the network automatically: 

•  Why to map network 
•  Why automatically 



Motivation-ctd: 
•  Mapping the network automatically: 

•  Why to map network 
•  Why automatically 



Data and Methodology: 
•  2040 Regional Transportation Plan 
•  Capital Improvement Program: Harris County 

Flood Control District 
•  Gulf-Houston Regional Conservation Plan 



Data and Methodology-ctd: 
•  Entities and relationships of the urban system network 
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Data and Methodology-ctd: 
•  Framework of Methodology to automapping the network 



Data and Methodology-ctd: 
•  Obstacles to extract the 

relationships: 
•  Distance 
•  Not implied in the context 
•  Relationships in a new domain 
•  Etc…… 

•  Focus on the first step: 
•  No annotated data 
•  A weakly supervised 

bootstrapping algorithm 



Data and Methodology-ctd: 
•  A weakly supervised bootstrapping algorithm: 

•  Pattern Based 
•  Multiple Categories 
•  Based on high accurate seeds 



Detail Steps to Implement the Algorithm: 
•  Pre-process the plans 
•  Extract the pattern contexts 
•  Bootstrapping by provided seeds 

Autoslog’s pattern: a noun phrase in 
one of three syntactic roles: subject, 
direct object, or prepositional 
phrase object 
 
<subject> was murdered, murdered 
<direct_subject>, collaborated with 
<pp_object> 

Extract pattern from Stanford 
Dependent Parser: the Universal 
dependency relation, the part of 
speech tag and the head or 
dependent word.  
 
<conj_and>:<head>:StrategiesMea
sures 



Results and Evaluation: 

•  Five iterations and ten iterations:  
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   True False Total Precision 

Agents	
  &	
  

Organiza.ons 
2 48 50 4% 

Plans	
  &	
  

Policies 
1 49 50 2% 

Tasks	
  &	
  

Projects 
18 34 50 36% 

Infrastructure 22 28 50 44% 

	
   True False Total Precision 

Agents	
  &	
  

Organiza.ons 
2 23 25 8% 

Plans	
  &	
  

Policies 
1 24 25 4% 

Tasks	
  &	
  

Projects 
10 15 25 40% 

Infrastructure 12 13 25 48% 



Discussion and Future Work: 

•  Different precision for categories 
•  Conflicts between categories 
•  Pre-process of Plans 
•  The way to extract pattern in contexts 
•  Compare results of different pattern  
•  Relationships extraction 

 



Thank you!! 

• Qingchun Li 04.19.2018 



Extracting and Classifying 
Keyphrases from Scientific 
Publications 
Qingqing Li 
Luxing Shen 



Motivation 

●  Provide keyphrases of a document to help reader understand the material 
○  Automatically classify label for each keyphrase 

■  PROCESS (P), e.g ‘nuclear reaction’ 
■  TASK (T), e.g ‘predict the gas exchange processes’ 
■  MATERIAL (M), e.g ‘water’ 

○  Identify and highlight keyphrases in the document 
●  Provide  a multi-domain system for scientific area 

○  Domain-independent 
○  Scientific areas are involved: Physics, Computer Science, Material Science 

 

 



Dataset 

●  Includes 500 journal articles evenly distributed from above domains 
○  Plain text documents 
○  Standoff annotation files for paragraphs  

○  Xml documents with the original full article text 

●  Dataset composition 
○  Train (350 documents) 
○   Dev  (50 documents) 

○  Test   (100 documents) 

 



Data Preparation 

●  Left-and-Right context method: 
○  Provide the context of given keypharse in a document 
○  Fixed input_size for each keypharse 

○  Input_size = left_keyphrase_token + right_keyphrase_token + keyphrase_token 

●  Embedding Matrix  
○  100 dimension GloVe embedding 
○  Input length of 20 

 

 

 



Data Preparation 

●  Sequence Tagging 
○  Find the actual keyphrase within the given document 
○  Index token within a sentence with BILOU method 

 

 



Approach - Task A 

●  BLSTM-CRF-based sequence tagging 
○  Dense word representation - GloVe 
○  Contextual word representation - BLSTM 
○  Decoding tagging score - FC 
○  Considering neighboring tagging decisions - linear-chain CRF 



Approach - Task B 

●  CNN-based keyphrases classifier 
○  Capture feature maps in the input context 



Approach - Task B 

●  attention-BLSTM-based keyphrases classifier 



Results - Task A 

●  Dev set f1 score: 35.166 with std deviation 4.1 
●  Test set f1 score: 33.705 with std deviation 0.607 
●  Keyphrases are much more challenging to identify than named entity recognition, since they 

vary significantly between different domains, lack clear contexts and can consist of many tokens. 



Results - Task B 

●  CNN-based classifier outperforms all BLSTM-based classifiers. 



Future Work 

●  BLSTM+CRF might need to be additionally augmented in order to highlight keyphrases. 

○  Additional feature sets (n-grams, lexical features, etc) could be included to augment 

the system.   



Questions 



Automatic Trivia Fact 
Extraction from Wikipedia

Qiancheng Li, Aniket Bonde
- Under Supervision of Prof. Ruihong Huang



Motivation

● Web Search is now an exploratory activity
● Improving engagement is a key goal
● Most queries are entity related



The Contribution

 Did you know? Grammy Award winner



Wikipedia Category

● Natural Language - obstacle of detecting trivia
● Wikipedia also has structured information
● Categories: set of articles with a shared topic



Wikipedia Category

● Rank these categories by how trivia-worthy they are
● Challenge: Formalize notion of trivia-worthy





Not All Facts Are Trivia

● Obama was a US president
● Obama was born in 1961
● Obama won a Grammy award



Architecture



Trivia Worthy

● Surprise: get people’s attention

● Cohesiveness

● Trivia Worthy



Top Surprise:

20th-century Austrian people

Women in technology

Radio pioneers

American anti-fascists

American people of 
Hungarian-Jewish descent

Top Cohesiveness:

Metro-Goldwyn-Mayer contract 
players

Actresses from Vienna

Austrian film actresses

20th-century Austrian actresses

American film actresses





Algorithm



Algorithm



Algorithm



Algorithm



Result: Barack Obama for example 
Punahou School alumni 1.3387910646917047

Grammy Award winners 1.2859668279303453

American Nobel laureates 1.2565331843053882

Nobel Peace Prize laureates 1.1786827577086749

American feminist writers 1.1551973277907599

African-American feminists 1.1167987835685782

American feminists 1.0896562059932569

21st-century American politicians 1.0057797842693141

Democratic Party United States Senators 0.99517280067274383

Harvard Law School alumni 0.994574666360582



Evaluation

● Wikipedia Trivia Miner (WTM, IJCAI ‘15)
● Compared top 5 (Didn’t get 100% overlap)
● Due to randomly sampling ‘k’ entities for a category
● Best Way - Run user studies (Not done due to lack of 

time/resources)



App!



App!



App!



App!



App!



App!



Conclusion

● Detect good trivia
● Introduced formulation: Surprise, cohesiveness
● Increase user engagement
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