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MOTIVATION

Information 

Explosion

Trending topics on Twitter

As of April 19th, 2017

A trend on Twitter 

refers to a hashtag-

driven topic that is 

immediately 

popular at a 

particular time.



MOTIVATION

Want to learn about a trend but what category does it belong to?



OUR APPROACH
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Choose the 
best feature 
+ classifier 
approach

Fetch Twitter 
trending topics

Extract tweets 
for each trend

Determine the two most 
probable category for each 

trend



DATASET CREATION
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agriculture

•dairy
•farming

construction

•architecture and planning
•building materials
•civil engineering
•construction

educational

•e-learning
•education management
•higher education
•primary
•research

Fetch around 1000 
tweets for each 

category, equally 
distributed among all 

keywords.

Hand curated keywords for each 
category

Normalize tweet data:

- Remove user names
- Remove URLs
- Remove punctuations
- Remove extra 

whitespaces
- Remove accents
- Remove stop words
- Convert to lowercase

Each tweet was labeled with 
it’s general category name.

Tweets were saved to 
each category file



CLASSIFICATION OF TWEETS

Evaluation 
Metrics

• Accuracy
• Precision
• F1

Classifiers

• Multinomial 
Naïve Bayes

• Support Vector 
Machine

• Random Forest
• KNN

Shuffle

• Get rid of 
minibatches of 
highly correlated 
examples

Split

• Split the data 
from each 
category into 
training and 
testing sets

• 60:40

Extract 
features

• Bag of Words
• TFIDF

Fetch

• Fetch tweets 
from the category 
files



RESULTS OF CLASSIFICATION



RESULTS OF 

CLASSIFICATION

Highest misclassified data to 
manufacturing and media categories
• Larger training set
• More correlated with other 

categories



TRENDING TOPIC CLASSIFICATION

Categories

• Category label 
for each tweet

• Determine the 
two most 
probable 
categories

Classifier

• SVM

Extract 
features

• TF-IDF

Normalize 
tweets

Fetch 
tweets

• For each trend, 
fetch around 100 
tweets

Fetch 
trends

• Trending topics 
using Twitter 
module



RESULTS OF TRENDING TOPIC CLASSIFICATION





PRÉCIS
A Summarization Tool

Abhishek Sharma, Shubham Jain



PROBLEM DEFINITION
● With the increasing amount of digital information, it has become difficult for 

the reader to consume lot of things. Thus it is necessary to build a system 
that could produce human quality summaries.

● This would save a lot of time spent by humans on reading and thus, increase 
their efficiency.

● Precis is a tool that provides summaries of a given document.
● In this project, we have implemented the Textrank algorithm for text 

summarization.
● Also, we have created an interactive website and chrome extension for 

anyone to use.



CLASSIFICATION OF SUMMARIZATION TASKS

SUMMARIZATION

Extraction Based

Abstraction Based

Single Document

Multi Document

SUMMARY 
TYPE

NO. OF 
SOURCE 

DOCUMENTS



ALGORITHM USED - TEXTRANK
How Text Rank Algorithm Works?

Article Tokenized into 
sentences

Clean the 
sentences

Calculate similarity 
between sentences

Construct graphRemove nodes 
with weight 0 

Use Pagerank to 
score the graph

Take top 
sentences and 

generate 
summary



ALGORITHM USED - TEXTRANK (EXAMPLE)



ALGORITHM USED - TEXTRANK (EXAMPLE)



ALGORITHM USED - TEXTRANK (EXAMPLE)



Architecture of Precis

BACKEND SERVER WEBAPP/MOBILE

CHROME 
EXTENSION USER

Python

Python 
Flask

Textrank

Numpy, 
Sklearn

Goose

Heroku

HTML/CSS

JS/AJAXHTML/CSS

JS/AJAX

Evaluation

Flasgger



TECHNOLOGY STACK USED
● Language Used

○ Python (Backend Language)
○ HTML, Javascript, Ajax, CSS (Frontend Language)
○ Bash (Shell Scripting)

● Libraries Used
○ Numpy, Matplotlib
○ Sklearn, Goose, Flasgger, etc.

● Framework Used
○ Python Flask (API resource Layer)

● Deployment Environment
○ Herokuapp, Amazon AWS

● Development Environment
○ JetBrains PyCharm, Github



EVALUATION
● MultiLing 2015 Dataset: 30 documents, including text and human generated 

summaries
● Evaluation Toolkit used: ROUGE-1
● Results:

ALGORITHMS SCORE

Text-Rank (Our algorithm) 0.354453733333

edmundson 0.300956866667

sum-basic 0.314202633333

lex-rank 0.327850166667



DEMO

http://www.youtube.com/watch?v=K-l5UQ3vARE


IMPORTANT LINKS 
Github Repository Link of the whole code:- 
https://github.com/shubham7jain/precis

Demo
https://www.youtube.com/watch?v=K-l5UQ3vARE

Website Link
https://precis-webapp.herokuapp.com/

API Contract is available at
http://precis.herokuapp.com/apidocs/index.html

https://github.com/shubham7jain/precis
https://github.com/shubham7jain/precis
https://www.youtube.com/watch?v=K-l5UQ3vARE
https://www.youtube.com/watch?v=K-l5UQ3vARE
https://precis-webapp.herokuapp.com/
https://precis-webapp.herokuapp.com/
http://precis.herokuapp.com/apidocs/index.html
http://precis.herokuapp.com/apidocs/index.html
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NEWS STORIES

News is defined as:

“presentation of information about current 
events”



  

ARTICLE STRUCTURE

What is article structure?

In news stories, article structure is 
characterized by 2 key things:

● The order in which events are introduced and 
presented

● The writing style



  

ORDER?

Order is determined by when the key event of 
a story is introduced.



  

WRITING STYLE?

Characterized by how the author is presenting 
events:

● Is he reporting facts?

Or
● Is he narrating a story?



  

WRITING STYLE?



  

WHY ARTICLE STRUCTURE?

Why should we care about the order and the 
writing style?

It can help us design algorithms that can target 
different type of news stories differently.

For example:

News Summarization

If we know the order, we know which region to 
target.



  

TYPES OF ARTICLE STRUCTURE

Structure in news stories can be broadly classified 
into 4 types:

● Inverted Pyramid
● Kabob
● Martini Glass
● Narrative
● Other, for the ones that don’t follow any of the 

above



  

INVERTED PYRAMID

Present the most important/ relevant events 
first. Followed by other information about these 
events.

● Most followed article structure
● Best suited for: news briefs, breaking news



  

MARTINI GLASS

Similar to Inverted Pyramid, except in the end it 
also presents a narrative describing the key 
event in detail.

● Best suited for: crime, sports stories, where 
author wants to:
– first briefly summarize the key event, and
– then provide a detailed narration of how the key event 

happened, step-by-step.



  

MARTINI GLASS



  

KABOB

The story begins with a anecdote about a specific 
person/ thing. Then it broadens into a general 
discussion of the topic. It ends by returning to that 
specific person/ thing again.

● Second most followed article structure
● Best suited for stories where author may want to show 

how actual people are affected or involved. For example, 
to talk about financial crisis & recession, author would:
– first describe a person facing hardships due to recession
– then provide details about the recession/ crisis



  

NARRATIVE

The whole news story is a narration of some 
events.

● Best suited for articles where author wants to:
–  describe the event/ person in a very detailed 

manner
– add a fictional touch to his story; making it more 

interesting to read



  

DATASET

English Gigaword

Distributed by Linguistic Data Consortium

For our task, we’ve used articles published by NYTimes during the 
year 2010

Stories were sampled from different categories:
● Business
● Crime
● Politics
● Disaster



  

GUIDELINES & ANNOTATION

Guidelines for annotation were designed.

A total of 180 news stories (45 from each each 
category) were labeled.

The whole dataset was then split into 2 sets:
● Training (129 news stories)
● Testing (51 news stories) 



  

DISTRIBUTION

 



  

FEATURES USED

A total of 20 different features used.

Two types of features were designed:
● To capture the order

– Similarity between different parts of the news 
stories

– N-grams of the first sentence of different 
paragraphs

– NER tags for Person, Location, and Time



  

FEATURE USED

● To capture the writing style
– Length of story; number of paragraphs, number of 

words, length of first and last paragraph
– Presence of passive speech in first few paragraphs
– Frequency of the word “said” 



  

MACHINE LEARNING MODELS

3 different models were tried:
● Linear Support Vector Machines
● Support Vector Machines with Gaussian Kernel
● Random Decision Forest

Hyper parameters for each of the model were tuned over a 
grid using 10-fold Cross Validation

Final model selection was also performed using these cross 
validation results.

Model was selected which achieved the highest value for 
Micro Averaged F1 Score.



  

RESULTS

Random Forest was selected as the final 
model.



  

RESULTS

Seems to work well on the two most frequent classes: Inverted Pyramid & Kabob

Why so poor performance on the other classes?
Maybe we need more data.



  

QUESTIONS?



Soccer Key Event Extraction
Rahul Ashok Bhagat



Motivation

• Soccer – One of the most watched sports in the world.

• Nearly played by 250 million players in over 200 countries.

• With the hectic schedule of working class people, no time to watch 
match. What to do? 

• Highlights – Video , Audio and Text

• Soccer Analytics 

• Many events involved in soccer – Difficult compared to other sports.



Soccer Analytics



Previous Works

• Extract highlights automatically using audio-track features.

• Visual Analytics techniques into the analysis process.

• Game-related performance of the players and teams.

• Predicting Soccer matches (Betting).

• Mobile application usage for real-time opinion sharing.

• Social Media Data for event extraction.



Data Collection

• Various available sources:
• Goal

• Twitter

• BBC Sports

• Goal.com – Primary source 
• 500+ strong editorial team

• available in 18 languages across 38 location-based editions



Commentary Data

• Contains most information in text format.

• Good source for text highlights.

• Beneficial for Blind and Deaf People.



Event Types

• Goal

• Substitution

• Assist

• Yellow Card

• Red Card

• Penalty goal

• Penalty Save

and many more



Event Classification

•2 Classifiers:

•Binary Classifier – ‘Action – Not 
Just Action’

• Event Classifier – Goal, Assist, 
Substitution….



Different Models

• Naïve Bayes
• Gaussian 

• Bernoulli

• Multinomial

• MaxEnt
• Logistic Regression





Text Summarization

• TextRank

• PageRank

• Latent Semantic Analysis



Result



Future Work

• ’Saves’, ’Blocks’ and ’Chances’

• Rarely Occuring Events – Red Card , Penalty Missed etc

• Evaluating the player performance 



QUESTIONS



NLP Final Project
Multi-Pass Sieve for Coreference Resolution

By

Jigna Reshamwala and Abhipsa Misra



Coreference Resolution

• Identify all noun phrases mentions) that refer to the same real world 
entity



Types of Coreferences

Anaphora
• The music was so loud that it couldn't be enjoyed.

Cataphora
• If theyare angry about the music, the neighborswill call the cops.

Split antecedents
• Carol told Bob to attend the party. They arrived together.

Coreferring noun phrases.

• Some of our colleagues are going to be supportive. These kinds of people will earn our gratitude.



Our Approach

• Input- Tagged mentions, each with an id

• Multi-Pass Sieve- The mentions are matched with another id

• Evaluation- Precision- # of correct matches/# of pairs resolved

Recall- # of correct matched/# of total pairs to be resolved



Features

• Incremental approach

• Rule based “unsupervised”

• Deterministic

• Multiple passes over text

• Precision of each pass is lesser than the preceding passes

• Recall keeps increasing with each pass 

• Decisions once made cannot be modified by laterpasses

• Rule based “unsupervised”



Multi-Pass Sieves

Exact Nominal Phrase Matching

Precise Constructs- Acronyms and Appositives

Head Matching 

Lexical Matching of Nominal Phrases

Pronouns Matching



Evaluation Metric

• Precision- # of correct matches/# of pairs resolved

• Recall- # of correct matched/# of total pairs to be resolved

Trends Observed

• Precision decreases with each pass

• Recall increases with each pass



Results

Table: Cumulative performance on development as passes are added to the sieve.

Passes Precision Recall

{1} 0.8773 0.3886

{1,2} 0.7640 0.4443

{1,2,3} 0.6908 0.5435

{1,2,3,4} 0.6894 0.5489

{1,2,3,4,5} 0.6656 0.5571



Conclusion

• Competitive end-to end coreference resolution system can be built 
using only deterministic models (or sieves). 

• These models incorporate lexical, syntactic, and semantic information

• Our results demonstrate that, despite their simplicity, deterministic 
models for coreference resolution obtain competitive results

• We obtained comparable results to [1] and [2].



Future Scope

• Getting information on parse tree structure can improve pronoun 
sieve

• Addition of sieves on speaker identification and alias detection

• Addition of sieves that can detect well cataphora and split 
antecedents
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Neural	Networks	Models	for		
Language	Modeling	and	Text	

Similarity 
Lingyiqing	Zhou	
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Tasks	and	Problems 

•  Train	a	character-level	language	model	by	
using	the	Recurrent	Neural	Networks(RNNs)	
models	:	the	Long-Short	Term	
Memory(LSTMs)	models.	

	
•  Compare	the	results	with	the	rest	part	of	the	
input	texts.	 



DescripEon	of	the	Approach 

•  Brief	IntroducEon	of	the	Neural	Networks	
Models		
– RNNs(vanilla)	
	
– Long-Short	Term	Memory(LSTMs)	
	



DescripEon	of	the	Approach 

•  RNNs		
 

The	main	feature	of	the	process	in	training	RNNs	is	that	
there	is		backpropagaEon		in	Eme	(BackPropagaEon	
Through	Time,	BPTT). 



DescripEon	of	the	Approach 

•  Brief	MathemaEcal	derivaEon	of	the	RNNs		
–  Forward	PropagaEon	

–  Back	PropagaEon	

– Gradient	SoluEon	

The	subscript	i,h,k	means	the	input	layer,	the	hidden	layer	and	the	output	layer.	a	
means	the	inacEve	value	and	b	means	acEve	value. 



DescripEon	of	the	Approach	 

•  Shortcoming:	diffusion	of	the	gradient.	
– With	the	increase	of	the	network,	the	scope	of	the	
gradient	would	rapidly	decrease.	

– The	weights	of	derivate	of	the	first	levels	are	
preUy	small	in	the	enEre	loss	funcEon.	

	

•  Result:	weights	of	some	levels	are	renewed	in	
a	very	low	speed.	

	
	
	



DescripEon	of	the	Approach 

•  LSTM		
 The	biggest	difference	

is	the	cell	state. 

The	cell	state	runs	
straight	down	the	
enEre	chain. 

The	informaEon	could	
stay	in	an	unchanged	
state. 



DescripEon	of	the	Approach 

•  Other	Important	Tools	
– Tensorflow	

•  Open-source	soXware	library	for	numerical	
computaEon	using	data	flow	graphs;	
•  Many	frameworks	such	as	Sequence-to-Sequence	
model	and	Language	Modeling	mode.	

– Keras	
•  High-level	neural	networks	API	wriUen	in	Python;	
•  Capable	of	running	on	top	of	TensorFlow	and	Theano;	
•  Model:	core	data	structure	of	Keras,	a	way	to	organize	
layers. 



DescripEon	of	the	Approach 

•  Other	Important	Tools	
– Gensim	

•  Python	library	for	topic	modeling,	document	indexing	
and	similarity	retrieval	with	large	corpora.	
•  Use	NumPy,	SciPy	and	opEonally	Cython	for	
performance.	
•  Include	implementaEons	of	TF-IDF,	random	
projecEons,	word2vec	and	document2vec	algorithm.	



Specific	System	ImplementaEon 

•  Language	Modeling	
• G	et	the	vectors	
– Split	the	corpus	into	sentences	
» Set	a	max	length	of	sentences	
» Store	the	sentences	in	a	list	

– Vectorize	the	words	in	the	sentences	
» Two	matrixes	to	store	the	informaEon	in	order	
to	reduce	the	spaces	



Specific	System	ImplementaEon 

•  Language	Modeling	
• Use	Models	in	Keras	
– Build	Models	
» Use	the	SequenEal	model	

•  Add	different	layers	to	the	model	
» Add	the	LSTM	layers	

•  Set	2	Layers	
•  64	Hidden	Neurons	

– Train	Models	
» 10	Epochs	



Specific	System	ImplementaEon 

•  Similarity	Comparison	
– PreProcessing	
•  Remove	the	common	words		
•  Remove	the	words	that	appear	only	once	
•  Convert	all	the	characters	into	lowercase	
•  Remove	all	the	punctuaEon	

– TF-IDF	
•  TF:	Term	Frequency	
•  IDF:	Inverse	Document	Frequency		
•  Reflect	the	importance	of	a	word	in	the	document		

 



Specific	System	ImplementaEon 

•  Similarity	Comparison	
–  Latent	SemanEc	Indexing(LSI)	and	Document2vec	

•  Recognize	the	second-order	co-occurrence	words	whose	
units	are	document;	

•  Classify	the	words	above	into	the	same	subspace;	
•  Singular	Vector	DecomposiEon	(SVD)	is	a	way	of	matrix	
decomposiEon;	

•  The	module	of	LSI	in	Gensim	implements	fast	truncated	SVD.	

–  Cosine	Similarity		
•  Measure	of	similarity	between	two	non-zero	vectors	of	an	
inner	product.	



EvaluaEon	Data	and	Results 
•  Language	Modeling	
–  The	First	epoch	

	
	
–  The	Last	Epoch 



EvaluaEon	Data	and	Results 

•  Language	Modeling	
–  The	decreasing	of	spelling	mistakes	and	the	Grammar	
Mistakes;	

–  Difficult	to	use	the	cosine	similarity	
•  The	size	of	the	output	is	much	smaller	than	the	input	
•  Hard	to	get	the	rest	of	the	input	data	
•  Spelling	mistakes	would	influence	the	accuracy	

–  Extract	some	“common	words”	and	compare	the	
frequency		
•  Have	a	great	relaEon	with	the	choice	of	the	word	and	the	size	
•  “to”	3.62%	VS	7.6%		3.62%	VS	4.75%	
•  “from”	2.72%	VS	5.41%		2.72%	VS	3.1%	

 



EvaluaEon	Data	and	Results 
•  Document	Similarity	
– The	input	:	

– The	output	
	

The	8th	text	of	the	input	document	has	the	highest	similarity.	
The	3th	text	of	the	input	document	has	the	lowest	similarity. 



EvaluaEon	Data	and	Results 

•  Document	Similarity	
– Some	tricks		

•  In	the	preprocessing,	there	is	no	need	to	remove	the	
“common	words”	such	as	the	preposiEon	in	some	cases	

– Reason	
•  If	the	word	is	really	“common”,	they	would	appear	in	
the	corpus	for	many	Emes.	
•  Their	IDF	would	be	0.	



Conclusion 

•  FuncEon	
–  Generate	some	texts	whose	style	of	wriEng	is	similar	to	the	
input	document.	

–  Present	the	similarity	of	some	documents	in	a	numerical	way.	
•  Result	

–  Less	Mistakes	
–  Closer	Frequency	

•  SEll	need	much	improvement	
–  Algorithm:	LightRNN	
–  BeUer	Equipment		
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