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Introduction

• This question generating system take a wikipedia
article and a number as input and output that number 
of questions. The answering system take wikipedia
article and a question file corresponding this 
wikipedia article and output the answers according to 
the given questions.

• The reason we choose wikipedia articles is that their 
contents are general and random so that we can have 
dynamic and totally random test cases.



High Level Description of Approach

1.Article Simplifying—Extracting Sentences

2.Generate “WH” Questions—Replacing NP

3.Generate “Yes/No” Questions—Tsurgeon Pattern

4.Select Top Questions—Language_Check Tools



Article Simplifying

1.NLTK-Tokenizer

2.Stanford NLP Parser

3.Dependency Structure



Question Generating

Dependency Parse Constituency Parse



“WH” Questions

1.Extracting Subjects—Dependency      Three-Tuple

2.Replace NP with “WH”—Tracing back, NLTK.Lesk()



“Yes/No” Questions

1.Declarative     General Question—Tsurgeon Syntax Patterns

2.Tense Change—“en” from NodeBox



Score Questions

1. Pronouns Elimination—“he”,“him”,”They”,”Their”

2. The lower, the better—language_check.LanguageTool



Results and Evaluation

1. No Quantitative way—Subjective Judgement

2. Best way so far—Mutual Evaluate with Answering System



Answering Procedure

• 1. Find the sentence matching between question   
and sentences in the article to get the target 
sentence 

• 2. Question type recognition

• 3. Process question and target sentence using NLTK, 
Stanford NLP tools 

• 4. Applying rule to get the answers



Binary Question

• Simply use Fuzzywuzzy matching score to get the target sentence



Who Question

• Stanford Name Entity Recognizer



Where Question

• Stanford Name Entity Recognizer



How Many Question
• Stanford POS tagger, Stanford PCFG Parser

• Search the pattern [CD, NNS]



Results and Evaluation

• For the test file Trump.txt/Trump_question.txt, it can 
answer correctly four out of six question.

• When target sentenct does not contain answer, it 
will output  wrong answer or just give the target 
sentence

• Adding more rules/patterns  can enhance the ability 
of this answering system



































LEARNING QUESTION 
CLASSIFIERS FOR A QUESTION 
ANSWERING SYSTEM

-SUSHIRDEEP NARAYANA

UIN: 124005538



OUTLINE OF PRESENTATION

• Introduction to the Problem

• Question Classification as a multiclass Classification

• Feature Extraction 

• Multiclass Support Vector Machines

• Experiment

• Inferences and Conclusions



INTRODUCTION TO QUESTION ANSWERING SYSTEM

QA System consists of 3 parts

1) Question Processing module

2) Information Retrieval

3) Answer Processing module



INTRODUCTION TO QUESTION CLASSIFIERS

• Locating an accurate Answer depends on filtering a wide range of 

candidate answers

• Two purposes of a Question Classifier

• 1) Constraints answer types to precisely identify and verify the answer

• (Used in Answer Processing Module)

• 2) Provides information that downstream processes can utilize to 

determine answer selection approaches

• (Used in Information Retrieval Module)



INTRODUCTION TO QUESTION CLASSIFIERS

• Constructing Rule based manual question classifier can be very difficult

• Reason : a single query can have many reformulations

• Eg: What tourists attractions are there in Chicago ?

• What do most tourists visit in Chicago ?

• What attracts tourists to Chicago?

• (All reformulations target answer type : Location) 



INTRODUCTION TO QUESTION CLASSIFIERS

• This work focuses on Machine Learning Approach to Question Classification

• Classify the questions into different semantic categories based on the 

semantic type of the answers

• Two classification tasks

• 1) Coarse –grained classification (6 coarse answer types)

(ABBR, DESC, ENTY, HUM, LOC, NUM)

• 2) Fine –grained classification (47 fine classes)

(abb, exp, animal, body, color, currency, event, food, instru, lang, ENTY:other, 

sport, def, desc, manner, reason, ind, title, city, country, LOC:other, state, date, 

temp, …)  



QUESTION CLASSIFICATION 

• Difference between Question Classification and Text Categorization

Questions are short and contain less word based information compared to a text document

This project

• a) Compares contribution of different features to classification performance

• b) Test performance of the classifier as to how well they categorize questions into fine and

coarse class labels



QUESTION CLASSIFICATION

• Question Classification – multi-class Classification task that maps 

𝑔:𝑋 → {𝑐1, 𝑐2, 𝑐3, … , 𝑐𝑛}

• where X = features collected from the questions

• ci =  class i

• Features used in Question Classification

1) Bag of Words

Syntactic Features

2) POS-tags 

3) Chunk tags

Semantic Features

4) Named Entities



BAG OF WORDS FEATURES

• The words from the questions are represented in bag 

• The grammar and word order are ignored

• Multiplicity of the word is taken into consideration

• Eg: What movie is John watch?

• How was the movie Jurassic Park ?

• Construct the list and convert it into a vector accordingly

• List = {“what”, “movie”, “John”, “watch”, “How”, “movie”, “Jurassic”, 

“Park”}



POS- TAG FEATURES

• To include syntactic features (the Part of Speech Tags were extracted)

• POS tagger of NLTK was implemented

• POS Tags of the words in the questions were annotated and the features 

extracted accordingly

Example

• Q:  Who was the first woman killed in the Vietnam War?

• POS tagged: [WP] [VBD] [DT] [JJ] [NN][VBN] [IN] [DT] [NNP] [NNP]  



CHUNK TAG FEATURES
• Chunks – non-overlapping phrases in a sentence

• Chunk tags were extracted using NLTK parser

Eg: 

Q: Who  was the first woman killed in the Vietnam War?

Chunking : [NP Who] [VP was] [NP the first woman] [VP killed] [PP in] [NP 

in the Vietnam War?]



NAMED ENITITIES

• Lexical Semantic Information was Extracted in the form of Named Entities

• Named Entity Recognizer assigns a semantic category to a few noun phrases 

• The Stanford Named Entity Recognizer was applied to extract feature 

corresponding to Named Entities

• The scope of the categories is the scope available through the Stanford NER



MULTICLASS SVM CLASSIFICATION

• Multiclass Support Vector Machines (SVM) with linear kernel were used

• Type of Multiclass classification implemented was one vs. one and one vs. 

rest

• N(N-1)/2 binary learners were  constructed for one vs. one approach 

• N binary learners were constructed for one vs. rest approach

• For each binary learner, one class is positive, another is negative, and the 

algorithm ignores the rest. This design exhausts all combinations of class pair 

assignments.



MULTICLASS SVM CLASSIFICATION

• SVM classifies the data by finding best

hyperplane that separates all data points

of one class from those of the other class



MULTICLASS SVM CLASSIFICATION

• Mathematical Formulation of SVM – The Primal Problem

• 𝑚𝑖𝑛𝑤,𝑏
| 𝑤 |2

2
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜

𝑦𝑖 𝑤𝑥𝑖 − 𝑏 ≥ 1 ∀ 𝑖 = 1,2,… ,𝑚

• Soft Margin – Introduce Slack variables ξ
𝑖

min𝑤,𝑏
| 𝑤 |2

2
+ 𝐶  𝑖=1

𝑚 ξ
𝑖

𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑦𝑖 𝑤𝑥𝑖 − 𝑏 ≥ 1 − ξ
𝑖
, ∀ 𝑖 = 1,2, . . .

C – parameter  (C= 1 ) and Linear Kernel were used



EXPERIMENTS
• Dataset collected

• Li and Roth Question Classification dataset [1] 

• The dataset is a collection of questions from the TREC conference datasets

• Available through 

• https://cogcomp.cs.illinois.edu/page/resource_view/49

• Training set = 5500 questions, 6 coarse labels, 47 fine grained labels

• Test Set = 500 question

• Programs composed in Python

[1] X. Li and D. Roth, Learning Question Classifiers: The Role of Semantic Information Journal 

of Natural Language Engineering (2005)



RESULTS OF COARSE  QUESTION 
CLASSIFICATION

Coarse Classifier Bag of 

Word 

Features

Bag Words + 

POS tag

Bag Words + POS tags + 

Chunk tags  (Complete 

Syntactic Features)

Bag Words + POS tags + 

Chunk tags  + Named Entities 

(Semantic _Syntactic 

Features)

One vs. Rest SVM 

(Support Vector 

Machines)

87.8 %

(439/ 500)

87.4 %

(437/ 500)

87.8%

(439/ 500)

88.0 %

(440/500)

One vs. One SVM 

(Support Vector 

Machines)

86.6 %

(433/ 500)

86.6 %

(433/ 500)

87.6 %

(438/ 500)

88.0 %

(440/500)

[1] SNoW (Sparse 

Network of 

Winnows)

85.10 % 91.80 % 91.80 % 93 %

Class Labels = 6 Coarse labels

[1] X. Li and D. Roth, Learning Question Classifiers: The Role of Semantic 

Information Journal of Natural Language Engineering (2005)



RESULTS OF COARSE  QUESTION CLASSIFICATION

ABBR DESC ENTY HUM LOC NUM

ABBR 7 0 0 0 0 0

DESC 2 136 12 1 8 7

ENTY 0 1 70 3 4 0

HUM 0 0 6 61 1 0

LOC 0 0 6 0 67 1

NUM 0 1 0 0 1 99

Confusion Matrix for One vs. Rest SVM classification  

with Bag Words + POS tags + Chunk tags + Named 

Entities Features 

Predicted labels

True Class Labels

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 𝑐 =
# 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 𝑐

# 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 𝑐

Class Precision

ABBR 100 %

DESC 81.93 %

ENTY 86.42 %

HUM 89.70 %

LOC 88.15 %

NUM 98.02 %



RESULTS OF COARSE  QUESTION CLASSIFICATION

ABBR DESC ENTY HUM LOC NUM

ABBR 7 0 0 0 0 0

DESC 2 136 11 2 7 9

ENTY 0 2 72 4 5 2

HUM 0 0 6 59 0 0

LOC 0 0 5 0 68 3

NUM 0 0 0 0 1 98

Predicted 

labels

True Coarse Class labels

Confusion Matrix for One vs. One SVM classification  with 

Bag Words + POS tags + Chunk tags + Named Entities 

Features 

Class Precision

ABBR 100 %

DESC 81.44 %

ENTY 84.70 %

HUM 90.76 %

LOC 89.47 %

NUM 98.98 %

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 𝑐

=
# 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 𝑐

# 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 𝑐



RESULTS OF FINE-GRAINED  QUESTION 
CLASSIFICATION

Fine Grained

Classifier

Bag of Word 

Features

Bag Words + 

POS tag

Bag Words + POS tags 

+ Chunk tags  

(Complete Syntactic 

Features)

Bag Words + POS 

tags + Chunk tags  + 

Named Entities 

(Semantic _Syntactic 

Features)

One vs. Rest SVM 

(Support Vector 

Machines)

82.00 %

(410/ 500)

82.00 %

(410/ 500)

82.00%

(410/ 500)

82.80 %

(414/500)

One vs. One SVM 

(Support Vector 

Machines)

81.20 %

(406/ 500)

81.60 %

(408/ 500)

81.00 %

(405/ 500)

80.40 %

(402/500)

[1] SNoW (Sparse 

Network of 

Winnows)

82.60 % 84.90 % 84.00 % 89.3 %

Class Labels = 6 Coarse labels

[1] X. Li and D. Roth, Learning Question Classifiers: The Role of Semantic Information 

Journal of Natural Language Engineering (2005)



INFERENCES

• Using all the features collected (Bag of Words + POS tags + Chunk tags + Named 

Entities) 88.0 % coarse question label classification (6 class labels) is obtained and 82.80 

% for fine-grained  question label classification (47 class labels) gives the best 

performance with one vs. rest SVM classification

• POS tags on their own don’t contribute much to classification performance, Chunk tags 

with POS tags give a little improvement in performance

• Minor improvements in classifying questions are acquired with Named Entity Semantic 

features 

• Extracting semantic features related to Wordnet Senses, Class-Specific Related words and 

Distributional similarity might provide better contribution compared to Named Entities



CONCLUSION

• This project explores a machine learning approach to question classification 

as  a multiclass Classification with 6 coarse labels and 47 fine labels

• The  classification is achieved using multiclass SVM strategies with features 

extracted representing  Bag of Words, POS tags, Chunk tags and Named 

Entity features. 
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Introduction

• Similar question retrieval is a kernel problem in Community Question 
Answering.

• Current challenge is there is no reliable data representation for 
sentences in measuring question similarity

• Objective:
• Develop a new sentence representation for similar question retrieval



Literature Review

• Translation model
• Measure the probability of translating one question to another

• Latent topic space
• learn the similarity between questions in latent topic space from question-

answer pairs

• Neural Network
• Use neural Network to model question-question pair similarity



Method Overview

It’s a nice day!

‘its’            ‘a’ ‘nice’ ‘day’

Preprocess

CBOW word2vec

Concatenate
Deep Representation



K-max Pooling

1 2

5 3 3

5 3 3

K-max pooling



Triplet-Net

Training

Triplet loss 
objective

anchor

positive

negative

Euclidean 
embedding

Question (anchor)

Corresponding 
answer (pos)

Answer of other 
question (neg)

Q
u
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ti

o
n

2
Q

u
es

ti
o

n
1

Euclidean 
embedding

Testing

Compare

Thresholding
Similar Question?

Question1

Question2



Dataset

• Training:
• Yahoo! Answers Manner Questions, version 2.0

• 140,000 questions and their corresponding best answers and other answers.

• Testing
• 24,644 question pairs

• 9938 pairs are positive and 14706 pairs are negative



Result

System Recall Precision F1-score

BoW + SVD 0.9898 0.4009 0.5707

Proposed 0.8260 0.4650 0.5950



Conclusion

• Bow + SVD representation is not distinguishable

• Proposed method is better than Bow + SVD but not good enough
• questions and the corresponding answer may not share the same words

• training data and testing data comes from different source, unseen problem

• Future work
• Pretrain the model on question classification, then finetune it one similar 

question retrieval
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The	Power	of	Community	QA

vQuora
vYahoo!	Answers
vStackoverflow
vPop	culture	forums
vFacebook	threads
vTripAdvisor
vOther	localized	communities



Problem	Statement

Given	a	new	question,	and	a	huge	
knowledge	base	of	existing	QA	threads,	
can	we	retrieve	the	most	relevant	
answers	to	this	question?



SemEval 2017,	Task	3

•SemEval is	a	set	of	competitions	held	on	semantic	evaluation	where	
multiple	teams	build	and	evaluate	systems	on	expert-annotated	
data.
•This	year,	task	3	was	on	Community	Question	Answering
•This	project	addresses	two	subtasks	of	SemEval’	17,	and	emphasize	
on	the	first	task.



SemEval ’17	:	Subtask	A

oGiven	a	question,	and	10	replies	to	the	question,	
rank	the	answers	in	terms	of	their	relevance	to	the	
question	

oThe	training	data	is	annotated	with	the	following	
labels	– “Good”,	“Potentially	Useful”	and	“Bad”



Example	of	Question-Comment	Relevance

Question	:		Where	can	I	get	the	best	Thai	Food	in	College	Station?
Answers:
(1)	Jins Asian	Café	is	great!
(2)	Go	to	Thailand…
(3)	There	are	some	nice	food	trucks	in	Northgate,	haven’t	tried	them	but	heard	they	are	
good!
(4)		Coaching	services	for	physics,	maths and	comp.	sci – contact	997988232
(5)	McDonalds!	



Dataset
vOver	40,000	
comments	on	
6000+	questions	
from	Qatar	Living	
Forums

vXML	files	that	
need	to	be	
processed



Example	of	Question-Question	Relevance

Question	:		Where	can	I	get	the	best	Thai	Food	in	College	Station?

Related	Candidates:
(1)	In	the	mood	for	some	Thai	cusine,	any	ideas?

(2)	Where	can	I	get	the	best	burgers	in	College	Station?

(3)	Where	can	I	find	some	spicy	Asian	cuisine?

(4)	Searching	for	Thai	Massages,	any	tips?

(5)	Planning	a	Thai	trip	soon,	any	must-see	places?	



Related	Work

v Detecting	experts	in	community	forums
v Identifying	spam	in	communities
vAnswer	ranking	for	Yahoo	Answers!
vMachine	Reading	(SQuAD and	Microsoft	
MARCO)



Approach

vFor	each	question	– comment	pair,	extract	5	sets	of	features:
1. Lexical	Features	(word	count,	ARI	and	Flesch reading	score,	

punctuation	count)
2. General	Thread	Features	(time,	no_replies,	user_reputation,	etc.)
3. Text-based	Similarity	Features	(cosine	similarity,	set	of	common	

words)
4. Syntactic	Features	(noun	phrase	count,		ners,	part-of-speech	tags)
5. Centroid	of	Word	Embedding	Features	(200-dimensional	vectors	

trained	on	the	entire	Qatar	Living	Forum	data	and	available	at	
https://github.com/tbmihailov/semeval2016-task3-cqa)



Training	Algorithms	used

1.Logistic	Regression
2.Support	Vector	Machine
3.Random	Forest
4.Adaboost (SAMME.R)s
For	all	these	algorithms,	we	use	the	dev	set	to	optimize	over	
hyperparameters using	Grid	Search



Ranking	using	Classifiers

ØGiven	a	question	and	list	of	answers	to	it	,	each	of	the	
probabilistic	classifiers	outputs	a	probability	of	a	<question,	
comment>	pair	being	RELEVANT.

ØWe	use	this	probability	as	input	to	a	softmax layer	to	
compute	the	relevance	score	to	rank	the	comments



Evaluation

vClassification	Scores	– the	usual	accuracy,	
precision,	recall,	F-Score
vRanking	Scores	(used	to	assess	IR	systems)
◦Mean	Average	Precision	– Precision@K averaged	out	over	a	
range	of	k,	for	multiple	queries
◦Mean	Reciprocal	Rank
◦Average	Recall



Results

Approach Mean	Average	Precision

IR Baseline		(Provided	by	SemEval Organizers) 0.726

Only Cosine	Similarity	 0.632

Cosine	Similarity +	General	Thread	Features	+	Lexical	Features	 0.835

All features		+	AdaBoost 0.8635

All	features +	SVM 0.847

All	features +	Random	Forest	 0.851

All	features	+	Logistic Regression 0.856



Comparision with	other	teams	in	
SemEval 2017



Challenges

v Every	dataset	is	unique,	and	training	models	that	overfit one	task	does	not	
address	the	requirements	of	true	QA	systems

vOver-reliance	on	annotated	data	for	training,	not	to	mention	opinions	can	
be	highly	subjective

vBuilding	efficient	models	that	can	handle	web	scale	forum	data

vOne	can	argue	that	the	task	is	nothing	beyond	conventional	vector	space	
document	retrieval



Conclusion	
ØThere	is	a	huge	trade-off	between	the	speed	of	
Information	Retrieval,	and	the	complexity	of	Natural	
Language	Processing.

ØUsing	these	massive	volumes	of	expert	QA	data	to	train	
systems	can	really	help	us	in	building	truly	intelligent	QA	
systems	that	can	understand	what	a	good	answer	means.



Future	Work

v Suggest	a	domain	independent	approach	that	does	not	rely	heavily	
on	annotated	data

vImprove	pipeline	to	support	hyperparameter learning	on	MAP	as	
opposed	to	accuracy	on	dev	set

v Identify	a	set	of	better	semantic	features	or	parse	features	that	act	as	
strong	indicators	of	similarity	between	a	question	and	answer
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Information Retrieval based Method
Question

POS/NER/Parsing

Template 
Formulation

Knowledge Base Search/Candidate 
Answer Generation

Candidate Scoring

Answer RankingAnswer Type 
Selection



Neural Network Model

Question

Neural Network 
Model

External 
Knowledge

        Classifier



Fundamentals of NN models for NLP-Word Vectors
● Word vectors are dense vector representations for each word in the 

vocabulary. 
● It is better compared to other word representations because it captures 

semantic relations between words

Image Source: https://www.tensorflow.org/tutorials/word2vec



Sequence Modelling using Neural Networks
● Vanilla Neural Network models cannot be used for sequential data like text or 

voice.
● Hence, a sequential model with a feedback component called a Recurrent 

Neural Network (RNN) is used
● Feedback helps the model to “remember” the previous inputs

Image Source: Nature



Problems with RNN
● Vanilla RNNs have difficulties capturing long-term dependencies in the data. 
● This is because of the vanishing/exploding gradient problem when training the 

RNN 
● This can prove to be costly, especially in case of NLP tasks where long-term 

dependencies are common 
● Hence, variants of RNNs such as Long Short Term Memory (LSTM), Gated 

Recurrence Unit (GRU) etc were developed 



LSTMs and GRUs
● LSTMs have gated structures which enable them to capture long-term 

dependencies in the data
● GRUs are variants of LSTM where the input and forget gates are combined 

into a single update gate.

Image source: Colah’s blog



The bAbi dataset
● bAbi is a synthetic dataset created by Facebook. 
● It contains 20 tasks each varying in type and difficulty
● Each task consists of a story, a query and an answer. Additionally, the 

training dataset consists of supporting fact IDs.
● For example, the second task in the dataset looks like the below:

Image source: Smerity 



QA model with RNN, LSTM and GRU

Image source: Smerity



End-to-End Memory Networks
● Networks being able to retain long-term dependencies is not enough to 

guarantee good efficiency
● We need networks to be able to focus on the important parts of the story for  

answers. This is called attention mechanism
● End-to-End networks(MemN2N) use soft attention mechanism and form a 

differentiable model. Hence, they can easily be trained by backpropagation

 



MemN2N Model

Image Source: “End-to-End Memory Networks by Sukhbaatar et al.



Mem2NN Example



t-SNE Representation for task number 10



Results



Results-Continued
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