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A look back on 
PA1 :  
Naive Bayes & 
movies!



Multi-Class Analysis to 
find determine emojis



Emotions/Classes
Confusion all around!

I hate you!! xD
I love history classes.

● Joy

● Fear

● Anger

● Sadness

● Annoyance/disgust

● Disappointment/shame

● Guilt



Data Set from DeepMoji
1. Tweets with emotions attached to 

them

2. Preprocessed with ngrams to find 
features!

3. Unigrams, Bigrams, Trigrams



SVM- Support 
Vector Machines



Linear SVM’s



Decision Trees



With this 
data...



We get this...



We get this...



Conclusion
Trigram Implementation improves accuracy.

Reason for such a big difference in Test and Train? (Overfitting)

Linear SVM is very for multi-class classification

Need a bigger dataset!!



EMOCONTEXT: HUMANIZING 
ARTIFICIAL INTELLIGENCE

BY: HAARIS PADELA



DATASET FORMAT



STEP 1: PROCESS DATA



STEP 2: TOKENIZE



TESTING: 2-FOLDS 2-EPOCHS



METRICS: 2-FOLD 2-EPOCHS



RESULTS



RESULT METRICS

• Recall: Fraction of docs I classified correctly

• Precision: Fraction of docs assigned class I that 

are class I

• Accuracy: Fraction of docs classified correctly



SOLUTION FILE



Questions?



Contextual Emotion Detection in Text 
Using Message Embeddings

Justin Lovelace



Task Description

● Given three turns of textual dialogue, classify the sentiment of the final 
message

● Classify as either happy, sad, angry, or other



Dataset

● Conversations between a human and a bot collected from Twitter
● Training set: 456k utterances in the Others category, 28k in the Happy 

category, 34k in the Sad category , and 36k in the Angry category

● Happy, Sad, and Angry messages are more sparse in the test set



Prior Work

● Organizers have performed some preliminary work
● Developed and tested a number of baselines
● Found that deep learning models outperformed traditional models such as 

Naive Bayes, SVM, etc



My Baseline

● Decided to start from the strongest baseline developed by organizers
○ Sequential LSTM using GloVe embeddings

● Perform preprocessing similar to that of organizers
○ Normalize punctuation (“!!!” becomes “ ! “) and emojis (“😊😊😊” becomes “ 😊 ”)
○ Lowercase the dialogue

● Concatenate messages
with <eos> tag and 
feed to LSTMs



Evaluating Importance of Prior Messages

● Wanted to evaluate how important the context was for performance
● Tested three different baselines using different contexts

○ Concatenating all three messages with <eos> tag as described previously
○ Using only the final message for classification
○ Using only the human messages 

■ Concatenating the first and third messages using an <eos> tag



Baseline Results

● As expected context is important for accuracy
○ Although removing the second turn only leads to a minor loss of accuracy
○ Decide to include all turns for future models

Happy Sad Angry

Precision Recall F1 Precision Recall F1 Precision Recall F1 Micro- 

Average

d F1

Full 

Context

48.65 63.38 55.05 47.92 73.60 58.04 50.86 78.67 61.78 58.48

No 

Context

34.26 69.72 45.94 46.86 65.60 54.67 45.87 74.00  56.63 52.00

Human 

Context

43.32 66.20 52.37 52.17 67.20 58.74 53.92 78.00 63.76 58.30



Proposed Improvement

● Develop a model that more accurately represents the three distinct turns of 
conversation

● Pass each message through an LSTM to construct a message embedding
● Pass message embeddings through a second LSTM layer to make final 

prediction



Proposed Improvement

● Extend the previous model to differentiate between each turn
● Pass each message to a different LSTM to generate message embedding
● Learn turn-specific relationships within the data



Further Experimentation

● Experimented with augmenting the two previous models
● Tried using bidirectional LSTMs and adding dense layers
● All configurations tested degraded performance slightly

○ Although they still outperformed the baseline

● Decided to stick with original configurations



Final Results

● Both of my proposed models outperformed baseline on F1 measure for all 
classes

● First and second model improved upon the micro-averaged F1 score by 4.07 

and 4.90 respectively

Happy Sad Angry

Precision Recall F1 Precision Recall F1 Precision Recall F1 Micro- 

Averaged 

F1

Baseline 48.65 63.38 55.05 47.92 73.60 58.04 50.86 78.67 61.78 58.48

Model 1 45.79 69.01 55.06 60.54 71.20 65.44 58.10 81.33 67.78 62.55

Model 2 46.86 68.31 55.59 54.27 71.20 61.59 65.78 82.00 73.00 63.38



Message Number Turn 1 Turn 2 Turn 3 Predicted Label

1 I was waiting you, how 

are you ?

I'm good! How are 

you?

nice thks happy

2 yes, you broke my 

heart

yes you lost me :-) be 

happy

💔💔💔💔💔💔💔💔💔💔

💔💔💔💔💔💔💔💔💔💔

💔💔💖💖💖💖💔💔💔💔

💔💔💔💔💔💔💔💔💔💔

💔💔💔💔💔💔

sad

3 U r my lifee I'm not eww you're 

confusing me with you

U r stupid angry

4 I think what about 

Zombie Apocalypse

u are one of the 

zombie

I m not a zonbie.. But 

actually a dracula

others

Manual Review



Conclusions

● Context of earlier messages is useful for classifying the sentiment of the third 
message

○ Demonstrated by work with baseline

● Developing message embeddings for each individual message further 

improves the classification performance

● There appear to be turn specific trends that can be leveraged to improve 

classification



Possible Future Work

● More sophisticated preprocessing
○ Automatic spelling correction

● Use both GloVe and SSWE embeddings as the organizers did



Questions?





•

•

•



•

•

•

•

•

•



•

•

•

•

•

•



•

•

•

•

•

•

•



•

•

•

•

•

•



•

•

•

• 54/171

• THIRD



NFL Team 
Sentiments

Bailey Guthrie





Example Reddit Layout

(+4) Thread 1

(+7) Comment 1

(+3) Comment 2

(-4) Comment 3

(+2) Thread 2

(+4) Comment 1

(+1) Comment 2



Example Comment

The browns are really stepping it up this year while the jags have taken 
a big step back and look much worse than they ever did last year.

Issues:

• Refers to the Jacksonville Jaguars as the “jags”.

• Talks about two different two in different tones.



Team Alias Table

Jacksonville Jaguars jacksonville jaguars jags

Cleveland Browns cleveland browns

Pittsburg Steelers pittsburg Steelers pitt

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
Tampa Bay 
Buccaneers

tampa bay buccaneers bucs buccs



Comment Sentiment Segmenting

The [browns are really stepping it up this year while the] [jags have 
taken a big step back and look much worse than they ever did last 
year.]

From week to week the [saints keep improving and looking more like 
the best team in the league.]

Browns: +0.5

Jaguars: -0.7

Saints: +0.8



Results

Team Score Mentions Score / Mentions Win Percentage

Jaguars -7008.64 135 -51.92 0.273

Cardinals -1185.8 199 -5.96 0.182

Giants -833.48 259 -3.22 0.273

Falcons 14.05 133 0.11 0.364

Broncos 137.49 179 0.77 0.4

49ers 309.8 90 3.44 0.182

Colts 405.44 119 3.41 0.5

Texans 500.24 108 4.63 0.7

Chiefs 1300.28 434 3.00 0.818

Chargers 1440.68 100 14.41 0.727

Redskins 1579.74 233 6.78 0.545

Bengals 1596.65 115 13.88 0.455

Seahawks 2056.45 151 13.62 0.545

Eagles 2068.31 353 5.86 0.455

Vikings 2270 201 11.29 0.55

Panthers 2340.59 120 19.50 0.545

Jets 2593.93 148 17.53 0.273

Raiders 2769.66 310 8.93 0.182

Titans 2837.14 166 17.09 0.5

Bears 3742.7 252 14.85 0.727

Buccaneers 4505.08 129 34.92 0.364

Steelers 4728.41 264 17.91 0.75

Ravens 4848.43 152 31.90 0.545

Dolphins 5690.37 77 73.90 0.5

Lions 5782.83 258 22.41 0.364

Patriots 6965.77 510 13.66 0.727

Packers 7621.95 349 21.84 0.45

Rams 8967.73 293 30.61 0.909

Browns 11154.22 597 18.68 0.409

Saints 12438.02 407 30.56 0.909

Cowboys 15399.03 525 29.33 0.545

Bills 22410.52 434 51.64 0.364



Results
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Results

y = 7081.7x + 497.33
R² = 0.0681
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Results

y = 165.58x + 160.79
R² = 0.0558
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Eubert Almenar and Akintunde Adegboye 

WORLD	CUP	TWEETS	SENTIMENT	ANALYSIS	
	



BACKGROUND	AND	TASK 
Ø  The 2018 World Cup occurred this past summer and Twitter 

was blowing up with tweets about anything and everything 
related to football, evoking different emotions depending on 
the event 

Ø  Task – Sentiment Analysis 
Ø As we know, sentiment analysis is the process of reading, 

identifying and classifying data (tweets in this scenario) 
into different polarities.  Since Naïve-Bayes was used in 
the first assignment, another method, namely SVMs, 
could be used for this task.  The goal was to see how the 
different SVM kernels compare to each other 

Ø Accuracy Score and Report with precision, recall, f1-
score, and support are to be displayed 

Ø Naïve-Bayes was also implemented as a comparison to 
the SVMs 

 
 



PROCESS 
Ø  Gather tweets with positive and negative polarity relating to the 

World Cup 
Ø  Label them as positive and negative and use as train data 
Ø  Gather a smaller set of tweets for testing data 
Ø  Label them as positive and negative and use as test data 
Ø  Make a prediction on a given tweet as to whether or not it is 

positive or negative using the training data 
Ø  Print out the accuracy score for each of the SVM Kernels and 

Naïve-Bayes based on the test data labels and the prediction from 
the training data 

Ø  Print out the reports with precision, recall, f1-score, and support 
for each of the SVM Kernels and Naïve-Bayes based on the test 
data labels and the prediction from the training data 



SUPPORT	VECTOR	MACHINES 
Ø  SVMs or Support Vector Machines are usually used to 

classify a set of elements into two groups 
Ø  Positive and Negative polarity makes sense for the base 

purpose of SVMs 
Ø  SVMs can have different kernels associated with them, 
rather than just a soft-margin/hard-margin (linear), these could 
be applied: 

Ø  RBF -> Radial Basis Function 
Ø  Polynomial 
Ø  Sigmoid 
Ø  Etc… 
 



LINEAR	SVM 
Ø  A linear SVM comprises of a plane that splits the data at some 

hyperplane 
Ø  Optimally, this hyperplane should have the max-margin distance 

to the closest point in both classes of data 

Ø  The problem arises when some of one class’ members may be closer 
than expected to the other class’ members 
Ø  In the given image, if a blue point was somehow classified wrong 

and put closer to the red point, a hard-margin linear SVM would 
calculate the hyperplane with that outlier in consideration 

 



SVM	WITH	RBF	KERNEL	
Ø RBF, or Radial Basis Function Kernel changes the basis to 

where the data can be linearly separated when originally it 
was a non-linear set of data 
Ø  In the image, it is seen how the data could be looked at 

from a different perspective when this kernel is applied, 
basically a higher dimensional space is bound to occur 

 
Ø  This should improve the classifier, especially when more data 
is being trained and tested, outliers may not have as drastic of an 
effect 

 



SVM	WITH	POLYNOMIAL	KERNEL 
Ø Using the polynomial kernel requires the addition of degree d, 

as seen in the kernel function below 
Ø For example, a change to degree 2 would result in a 

quadratic kernel 
Ø  Similar to the linear SVM kernel, but a constant c could be 

added if it’s inhomogeneous, c = 0 means it’s homogeneous 
Ø The previously linear hard-margin can now be looked at as 

a non-linear task, solely by applying a degree to the kernel 
 



SVM	WITH	SIGMOID	KERNEL 
Ø A sigmoid function has a clear S-looking curve or sigmoid curve 

Ø   There are many sigmoid functions, but the one used a lot 
in SVM kernels is the hyperbolic tangent function as 
detailed below 

Ø The constant c is adjustable as well as the slope, which is a 
coefficient similarly used in the RBF and polynomial 
kernels, and like RBF, works well with non-linear 
classification 

Ø The sigmoid kernel is similar to the sigmoid function in 
logistic regression 

 
 



THINGS	THAT	COULD	BE	IMPROVED/
ALTERED	
Ø  Multi-Class SVM 

Ø  Inherently, SVMs are binary classifiers, so to accomplish this we could use 
One vs. rest (training one classifier per class, and that class’ samples are 
positives, while the others are negative) or One vs. One (training a separate 
classifier for each different pair of labels) 

Ø  Neutrality -> Positive, Negative, Neutral 

Ø  Emotions -> Happy, Sad, Angry, Concerned, etc. 
Ø  Because Twitter is a social media platform that is used to express 

emotion about a large number of topics, emotions could be more useful 
than just Positive or Negative 

Ø  Add More Documents (Tweets) 

Ø  Since tweets are short forms of text, the accuracy scores may be higher 
since each document is so small and it’s easier to predict the polarity of a 
tweet than something such as a long movie or product review which would 
have a lot more variability in words 

 



CONCLUSION	
Ø  SVMs are an effective method for classification of these 

tweets, or for any document/data 
Ø  RBF Kernel worked best for us and is normally associated 

with SVMs the most out of the other kernels 
Ø  As obvious as it is, the different kernel functions used as the 

parameters can greatly affect how accurate the classification 
is, and the more data we use, the better the kernels will 
more than likely perform as opposed to a Linear (Hard-
Margin) SVM  or the Naïve-Bayes Classifier 

Ø  SVMs are versatile because of these kernels, and could be in 
more real world scenarios than just sentiment analysis on 
tweets, and obviously they do have a place in machine 
learning 

 

















Sentiment count

Most occurring hashtag Sentiment distribution

shows which topic is trending under 

cryptocurrency i.e shows current areas of  

interest 

for developer to see if  there is equal distribution 

of  tweets



Most tweeting user Multinomial Naive Bayes accuracy

Logistic Regression accuracy

shows top 25 most active user i.e. an individual 

with either knowledge or interest on Bitcoin 

and respective platforms 

expected to have better performance than NB 

because it covers the case of  binary dependent 

variables (positive and negative)

performs with less accuracy but provides basic 

understanding of  features selection in the early 

stage







https://machinelearningmastery.com/logistic-regression-for-machine-learning/
https://www.twilio.com/blog/2017/12/sentiment-analysis-scikit-learn.html
https://www.datacamp.com/community/tutorials/text-analytics-beginners-nltk
https://nycdatascience.com/blog/student-works/cluster-analysis-twitter/
https://towardsdatascience.com/sentiment-analysis-with-python-part-1-5ce197074184
https://www.analyticsvidhya.com/blog/2018/07/hands-on-sentiment-analysis-dataset-python/
https://cseweb.ucsd.edu/classes/wi17/cse258-a/reports/a080.pdf
http://cs229.stanford.edu/proj2015/029_report.pdf
https://www.researchgate.net/publication/314667612_Using_logistic_regression_method_to_classify_tweets_into_the_selected_topics
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