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O Twitter is a place where valuable
Information such as sentiments,
popularity, and opinions of various
topics are located

O A perfect place for Natural Language
Processing

O Emoji prediction is a classification
problem




O Task

O Emoji prediction

O Approach
O Get data
O Prepare data
O Train data
©) s

Classification Model

Words Emojis
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Tweet content Emoji Label

PS I U @ Beaver Stadium

Get ready for a bunch of annoying pictures of Dallas @ Dallas, Texas

f@user aww love ya laural!!

Hoes never get cold @ Downtown Los Angeles

National Siblings Day #WeAreFamily #HappyNationalSiblingsDay #Sisterslikels @ Time Square..
"Don"t you hate working heolidays?"... they asked. #roseparade2016 #ilovemyjob #colorfulfloats..
#taromilkteaboba for this hot LA day. @ McDonald's at 2818 South..

S N ~ They're saying it's the hottest day of the year today. So we're hiding in a cabana by the..
Our fierce party crew! @ Blarney Stone Pub

Got to visit my grandpa K today :) @ Greenwood, South Carolina

"what's in the ice box, if you don't mind me asking sir?™..... Our Hearts ..
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Emoji Mapping

_red_heart_
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_smiling_face with_hearteyes
_face with_tears_of joy_
_two_hearts_
_fire
_smiling face with smiling eyes
_smiling face with sunglasses
_sparkles
_blue heart
_face blowing_a_kiss_
_camera_
_United_States_
_sun_
_purple_heart_
_winking face
__hundred points
_beaming face with smiling eyes
_Christmas_ tree
_camera_with_flash_
_winking_face_with_tongue_
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Naive Bayes (Multinomial Naive Bayes)

Stochastic Gradient Descent
Support Vector Machines
Logistic Regression

K Nearest Neighbors
Decision Tree

Neural Networks

My Naive Bayes ***



Naive Bayes Documents

Training Set Size 1k Sk 10k 20k 30k 40k 50k
N DRI - DRI 0-100 031 027 024 022 021 021 023
f\J‘@]:RK @‘ B‘}@*[W/@‘& 100-200 037 027 026 025 023 025 025
200-300 023 02 019 02 018 02 02
300-400 044 032 032 031 031 031 03]
400-500 038 027 026 023 024 025 025

500-600 031 027 0.25 0.22 0.23 0.24
600-700 0.45 0.29 0.27 0.26 0.27 0.28

o . i 700-800 0.26 0.21 0.21 0.2 0.21 0.2 .
Likelihood Class Prior Probability 800-900 097 015 015 0.14 0.14 0.13 015

\ / 900-100 0.41 035 0.33 0.31 0.3 0.3 0.31

P(X|C)P(C) Training Time 0.015 0.046  0.071 0.125

Elaspsed time 0.171 0.171 0.188 0.205
P(X)

|

Predicted prior probability

P(C|X) =

O Fast training
O Fast classification

O Terrible results
4

# of Documents




o | b ge
Stochastic
\ \ Gradient ACCura
NN ° i Descent cy
@J@:@@ﬁ]} Training Set Size 1k 5k 10k 20k 30k 40k 50k

500-600
600-700

O Trained by assigning weights g

and then updating iteratively 900-100

. Training Time
until convergence at a Elaspsed fime
maximum

0-100 099 096 092 084 08 08 079
, ¥ 100-200 1 1 0.9 084 079 077 08
m(;ﬁ ] 200-300 1 09 091 084 076 075 08
Rt 300-400 1098 091 084 075 076 0.2
400-500 1098 091 079 073 072  0.68

1

1

0,5 : ~ \
-1000 -500 500 1000 1500 2000
),

O Fast training )

O Fast classification # of Documents

O Sufficiently accurate




Support

Training Set Size 1k 5k 10k 20k 30k 40k 50k
V? o W 0-100 019 019 019 019 019 019 0.9
\f e C 101 100-200 0.21 0.21 0.21 0.21 0.21 0.21 0.21
NN 200-300 015 015 015 015 015 015 0.5
t e | W 300-400 025 025 025 025 025 025 025
l:‘\vﬂ 9_@JM‘HQK;§ 400-500 019 019 019 019 019 019 0.9
500-600 015 015 015 015 015 015 0.5

600-700 0.23 023 023 023 023
700-800 0.18 018 018 018 018

. 800-900 0.1 . 0.1 0.1 0.1 0.1

O Points in space where 900-100 0.25 025 025 025 025

: Training Time 0.674 58.409 253.598 572.56 1041.821 1344.2.91
CQTegO”eS are SepQrOTed by Elaspsed fime 0.673 5304  9.736 18 19.182  21.89
gaps

—_—

o
o~ 0o

o
O 0.
0

o 0.4
<

0.

o N

O Slow fraining
4
O Slow classification

# of Documents

O Miserable results




Logistic

Regression Accuracy
Training Set Size 1k 5k 10k 20k 30k 40k 50k
‘L e _pe » P S PR SANNN 0-100 038 036 037 038 043 041 0.4
1 ‘(OHOF , Ur@ m%‘i( @g@/{@{m 100-200 046 039 039 0.4 04 042 039
N NN\ ' 200-300 038 038 039 038 035 034 033
300-400 055 052 053 053 052 052 05
400-500 0.46 0.45 04 042 042 039 0.4

500-600 0.42 0.39
600-700 0.58 0.38

. 5 o . 700-800 0.39 0.43
O Multinomial logistic regression 800-900 0.43 0.36

also known as MaxEnt 900-100 0.51 0.43
Training Time 0.212 . 18.722

O Features, scores, weights Elaspsed fime 0.085 0.107

O Fast training )

O Fast classification # of Documents

O Subpar results




K Nearsest Accura

Neighbors cy
-q N NW \'r [ \i“‘ [ ]?’ Training Set Size 1k Sk 10k 20k 30k 40k S0k
~ ' N ~ 0-100 032 031 0.31 036 036 035 033
]-f\- J\- 5@[” ("“3@ [C C t O@R 100-200 035 038 041 042 042 048 047
200-300 0.31 0.31 036 035  0.36 0.4 0.4
300-400 0.44 044 046 049 054 048  05]
400-500 037 044 033 029 032 0.4 0.4

500-600 0.35
600-700 0.43

O Classified by a majority vote of 700-800 0.37
800-200 0.43

itfs neighbors n nearest 900-100 0.33

neighbors Training Time 0
Elaspsed time 0.155

O
o o —

o
o 0.
0

o 0.4
<

0.

o N

O Readlly fast training -

# of Documents

O Relatively fast classification
O Prefty bad results




Accura
DecisionTree  cy

'5 ) B S Training Set Size 1k 5k 10k 20k 30k 40k 50k
Decision Tree

100-200
200-300
300-400
400-500
500-600
600-700
700-800
800-900
D~F 900-100
O Decision nodes raining Time

Elaspsed time

O Data into subsets

decision nodes root node

salary at least
$50,000

commute more decline
than 1 hour offer

decline
offer

Decision Tree:
Should | accept a new accept e
job offer? offer offer

leaf nodes

O Slowish training 4

O Fast classification # of Documents

O Readlly good results




Accura

I - Neural Networks cy
‘ y «

N Lvsx / [“ } r(\]—k?{\\{’@ rhf”?g\ Training Set Size Tk 5k 10k 20k 30k 40k 50k
NN 0-100

100-200
200-300
300-400
400-500
500-600
Process samples one by one 600-700
700-800 0.99 0.99 0.9
Compare result to actual label 800-900 0.99  0.99 1 1
900-100 1 1 1 1
Errors are from classification are used Training Time 56.315 435.316 1506.819 10349.03

to make modifications Elaspsed time 0.026 0.105 0.25 0.15

1
1
1
1
1
1 0.9
1

1
1
1
1
1
9
1

Backwards prorogation, funing

Slowest fraining | ever did see )

Fast classification # of Documents

Great results



Accura

N MyNB cy

AN SNSRI NN T NN Training Set Size 1k 5k Jok 20k 30k 40k 50k

me\\:{/ N@[UR\’?@ l_?j@ |3¥§’@(‘} 0-100 094 071 064 056  0.48

AN RN 100-200 087 072 067 062 059

200-300 094 07 062 056 054

300-400 088 072 049 066 06

400-500 088 071 062 054 053

500-600 091 075 067 057 06

600-700 084 07 06 056 051

700-800 084 07 064 061 055

P(C|X) = P(X|C)P(C) 800-900 093 072 063 056 05

P(X) 900-100 087 078 072 067 0.3

Training Time 0.16 0.944 2713 14.99 24.331

Flaspsed ime  132.059  877.13 2418.075 3427.908 41635.77

Made by me

Bag of words method

Fast tfraining )

SLOW classification # of Documents

Good then ferrible results



Algorithm Comparison

Algorithm Comparison

4 6

------- o Naive Bayes Stochastic Gradient Descent Support Vector Machines
Logistic Regression o~KNN e e Decision Tree
------- e Neural Networks ~@- My NB




Emoji Mapping

red heart
smiling face with hearteyes
face_with_tears_of joy
two_hearts_

ire_

- |

_smiling face with smiling eyes

_smiling face with sunglasses
_sparkles

_blue heart

_face blowing_a_kiss_

- -

merry christmans ==> (u'17", 1.6138699208126408e-09) &
hapy 4th of july ==> (u'l1l', 2.848003624086619¢-18) &
i hate you ==> (u'2", 1.1685893961947471e-14)

[+ B = LI Vo R R WV N I <+

o
DI>P - @C*F 19C+OO* BB €

1@ camera
= 11 United_States
1 love you ==> (u'@", 7.4365973894208465e-13) = o
13 _purple_heart_
14 _winking face
15 __hundred points
16 _beaming face with smiling eyes
17 _Christmas_ tree
18 _camera_with_flash_
19 _winking_face_with_tongue_



Extraction of Mathematical Expressions from
Natural Language Statement

Avinash Saxena and Bhavesh Munot

Prof. Ruihong Huang

CSCE 489 Natural Language Processing




Motivation

® A professor from Mechanical Department of TAMU needed this for his research in autonomous
driving vehicles

e Mathematical form is the most unambiguous form of expressing relation between entities




Approach

Autocorrect in the statement
e Case Insensitive matching

e Stopwords removal

e Unworthy words removal

® Operators extraction

® Operand extraction

® Appropriate structuring of the entities & operators

Complex expressions handling




Autocorrect

e Ist approach : Edit-distance

e 2nd approach : Python library “autocorrect” API




Sentence Pre-processing

® (Case does not matter
® Articles are not useful

e Helping verbs are not really helpful




Entities Extraction

Predefined set of operators for now:

* — - =
O + - ’ /l <, <5 0> 25 =

’

e Remaining parts of the sentence are operands with some exceptions
® Place operators and operands in proper relative order

® Based on the sentence, change the operators.

e.g.AislessthanB by 10--->A=B-10




Variables and Operands matching

e 1st approach : substring matching
o  Issue - Not intelligent, very hard wired

e 2nd approach : little better substring matching
o  Matching irrespective of word position




Variables and Operands matching

e 3rd approach : string matching with fixed window size

e 4th approach : Cosine similarity with fixed window size of 4
o lIssue : False positives, operands order mismatch




Variables and Operands matching

e 5th approach : Cosine similarity with trigram model

e 6th approach : Cosine similarity without window size

o  Bestsofar
o  Extract the other parts and then pass the remaining parts of sentences separately

° similarity(z,y) = cos(f) = m




Other approaches tried during the journey

At first we didn’t extract the operators, operands separately and kept the fixed window size.

e |t was not working for misspelled words, synonymous words
o  Applied DFS to generate all the possible combinations of sentences with synonymous words

e Tried multiple similarity detection approaches

Tagged nouns in the sentence so that we don’t miss those




Progress so far...

All simple straightforward sentences work without any issues

® between, range is also supported.
e.g. a plus b is between 10 and 20 — a+bin[10, 20]

® aislessthanb — a<b
ais less than b by 20 — a=b-20 // No ‘<’ operator in expression

e  Units of quantities remain as it is.
E.g. Vehicle distance should be less than 10 m  // vehicle_distance < 10 m




Future Scope

Parenthesization
® Logical operators & operations support
® Trigonometric functions

Raised to, power, square root etc.




Examples

Vehicle Y is ahead of vehicle X by 20 meter
The speed of the vehicle should be less than 50 kph
Vehicle distance is less than vehicle acceleration

Vehicle distance is less than vehicle acceleration by 20

i B W N oe

The product of 5 and 10 is equal to 50




Future Work

Generating dictionary of operands and operators from the e-books in Mechanical Engineering.

2. Generating most frequent synonyms relevant to mechanical engineering using word frequency
computation across huge set of text from 1000s of books in mechanical engineering.




Thank you!




CSCE 489 Natural Language
Processing

Text Summarization

Justin Jin

s [

A



Information about automatic summarization




What is a “Summary”?

Project Abstract
News

Finance
Table of Contents




@! Yahoo! Finance - Bus

€ C O finance.yahoo.com

New User? Register | Signin | Help Make Y! My Homepage Preparing Your Thesis with Microsoft Word 2007:
How to use the Rensselaer Polytechnic Institute Template Files

YAHOO.'® F I N A N C E h Contents

Introduction ........

. Downloading the RPI Thesis Template and Prototype Fill

HOME INVESTING PERSONAL FINANCE . About the RPI Thesis Template

. Applying the Template and Using Styles .

Get Quotes . The RPIfrontpages File .......

. Putting the Thesis All in One File (short thesis) ...
Dow Nasdaq S&P 500
o 12,150.13 2,649.56 1,258.46997
Europe 0 +52.30 +0.00 +1.39
Asia T +0.43% +0.00% +0.11% B o

10am 12pm 2pm
10. Footnotes ...........

. Creating the Chapters as Separate Files (long thesis)

us

. Inserting Figures, Tables and Caption:

* Customize

Eye-Eating Parasite Sparks Lawsuit Between
Amusement Park and Pennsylvania Man

Newsweek - 2hago

RELATED \GE
Man claims he contracted eye-eating parasite riding Kennywood's 'Raging
Rapids’

Highly Cited - Tribune-




What is Automatic Summarization?

Process of shortening a text document or paragraph

using software 1n order to create a coherent summary

Part of Machine Learning and Data Mining

Subset of data which contains information of entire set
Widely used in popular industry such as search engines,
image collecting, and videos searching!




Two Approaches

Extraction Abstraction
Use existing data to build Build internal semantic
phrases or sentences from representation then use
the original text natural language techniques
Do not modify the original to create a summary
objects More of a human

representation




Types of Summarization

« Summarize a document using a specific user query

« Answers questions by summarizing a document
peaksed  using outside information to construct answers

« Summarize the base content of a document

Generic
Summarization




Stages of Summarization

Sentence
Normalization

Information
Ordering

Content
Selection

>

"




Stages of Summarization

>

Sentence
Normalization

Information
Ordering

"




Content Selection

How do I choose which sentences to extract from the
document?

Supervised Content Selection

Unsupervised Content Selection




Supervised Content Selection

Given a training set of data (good summaries) in each
document

Correlate each sentence in the document with sentences in
the summary

Certain Word Features to look for: Position, Length of
Sentence, Cohesion

Binary classifier — Should sentence be included in the
summary?



Supervised Summaries

ROUGE — Recall Oriented Understudy for Gisting Evaluation

Internal metric for evaluating summaries

Given a Document D and a automatically generated summary S

Have reference summaries made beforehand from humans and
compare these two models

Calculate percentage of bigrams from reference summaries that also
appear in automatic summary S

2 2 min(count(i, X).count(i,S))

ROUGE =2 = = { RefSummanies ) bigrams (€5

2 2 count(i,S)

yE{ RefSummanes } bigrams (€5




Example of ROUGE
EXAMPLE

Human 1: water spinach is a green leafy
vegetable grown in the tropics.

Human 2: water spinach is a semi-aquatic
tropical plant grown as a vegetable.

Human 3: water spinach is a commonly eaten

leaf vegetable of Asia.

System: water spinach is a leaf vegetable
commonly eaten in tropical areas of Asia.

‘ . 3+3+6 B _ .
ROUGE -2= 10+9 +9 = 12/28 = 0.43




Unsupervised Content Selection

Choose sentences that are distinguished or are informative
based on the weight

TF-IDF measure 1s used to determine which words are
informative

Log-Likelihood Ratio — Statistical Test used to compare
the goodness of fit between two models



Stages of Summarization

>

Sentence
Normalization

Content
Selection

"




Information Ordering

How do I order these sentences in the way that makes the
most sense?

Coherence
Chronological Ordering
Topics




Information Ordering

(
C h . E)hoose senltencc-; ordering based on mathematical calculations
cosine similarity
0 e re nce » Ordering based on which sentences are discussing the same entity.
U
( L]
C h ro n Olog ICaI » Choose sentence ordering based on document date or time
. differences within the document
Ordering
U
(

TOplCS * Discover topic ordering from source document




Stages of Summarization

Information
Ordering

Content
Selection




Sentence Normalization

How do I clean up this sentence to make it presentable and easy to
read?

Parse the sentence and extract parts of speech tags

Changing characters from upper to lower case and vice versa
Removing stopwords

Expanding abbreviations

Stemming and Lemmatization




Information about what I did (or attempted to do)




Overview
Implemented Extractive Text Summarization

Count occurrences of each word in a paragraph

Calculate frequency of the word

Add each frequency of the word in each sentence

The sentence with the highest frequency 1s used as the
“summary” of the paragraph




Some Regex Used

def word parse(self, sentence):

word_list = []
stop_words = ["the","a'

J "

, "were" , "go" , "in" , "on" , "an" , "to" , njign , "of" , nig" , "not" , "are" , "311" , "ag" , "}3:1"]

[\"]%)"




C:\Users\Justin\PycharmProjects\Final Project NLP>python TextSummarizer.py
he FrequencySummarizer tokenizes the input into sentences then computes the term frequency map of the words. Then, the frequency map is filtered in
order to ignore very low frequency and highly frequent words, this way it is able to discard the noisy words such as determiners, that are very fre
quent but don't contain much information, or words that occur only few times. And finally, the sentences are ranked according to the frequency of th
e words they contain and the top sentences are selected for the final summary.

*xkx*k*Sentences: This list is the sentences of the paragraph, each matched with a specific index used in the computation of the frequency***¥¥#xkkx%
K
{0: 'The FrequencySummarizer tokenizes the input into sentences then computes the term frequency map of the words.’,

1: "Then, the frequency map is filtered in order to ignore very low frequency and highly frequent words, this way it is able to discard the noisy w
rds such as determiners, that are very frequent but don't contain much information, or words that occur only few times.",

2: 'And finally, the sentences are ranked according to the frequency of the words they contain and the top sentences are selected for the final sum
ary.'}

*x¥*k**XWord List: Each seperate token of each Word******

[ "frequencysummarizer', 'tokenizes', 'input', 'into', 'sentences', 'then', 'computes', 'term’', 'frequency', 'map', ‘words', 'then', 'frequency', 'ma

p', 'filtered', ‘order', ‘'ignore', 'very', 'low', 'frequency', ‘and', 'highly', 'frequent', 'words®', 'this’, 'way', 'able', 'discard’, 'noisy’, 'wor

ds', 'such', 'determiners', 'that', ‘very', 'frequent', 'but’, ‘don’, 't', 'contain', 'much', 'information’, 'or', ‘words', 'that', ‘occur', ‘only’,
"few', 'times', 'and', 'finally', 'sentences', 'ranked', 'according', 'frequency', 'words', 'they', 'contain', 'and', 'top', 'sentences', 'selected
', "for', 'final', 'summary']

FxF*E*FXWord List with Frequency: Token with the frequency of it occuring in paragraph*****x*

{'and': 0.6, 'they': 0.2, 'tokenizes': 0.2, 'into': 0.2, 'highly': 0.2, 'computes': 0.2, 'frequency': 0.8, 'sentences': 0.6, 'times': 0.2, 'occur':

0.2, 'information': 0.2, 'for': 0.2, 'top': 0.2, 'selected': 0.2, 'able': 0.2, 'finally': 0.2, 'few': 0.2, 'only': 0.2, 'much’': 0.2, "low': 0.2, ‘wa
': 0.2, 'filtered': 0.2, 'final': 0.2, 't': 0.2, 'then': 0.4, 'that': 0.4, 'very': 0.4, 'frequencysummarizer': 0.2, 'ranked’': 0.2, 'but': 0.2, ‘wor

ds': 1.0, 'input': 0.2, ‘such': 0.2, 'noisy': 0.2, "term': 0.2, 'don': 0.2, 'this': 0.2, ‘summary': 0.2, 'according': 0.2, ‘or': ©.2, 'ignore': 0.2,
'map’': 0.4, 'determiners': 0.2, 'contain': 0.4, 'discard’': 0.2, 'order': 0.2, 'frequent': 0.4}

[(7.599999999999999, @), (13.999999999999995, 2), (17.399999999999995, 1)]

hen, the frequency map is filtered in order to ignore very low frequency and highly frequent words, this way it is able to discard the noisy words
such as determiners, that are very frequent but don't contain much information, or words that occur only few times.




C:\Users\Justin\PycharmProjects\Final Project NLP>python TextSummarizer.py
irgin Group founder Richard Branson rode out Hurricane Irma in his wine cellar on his private island in the British Virgin Islands. Tuesday, as man
of the same islands braced for the impact of Hurricane Maria, he appeared on CNN's "New Day" with a message: "Climate change is real."™ "Look, you
can never be 100% sure about links," Branson said after anchor John Berman asked if he saw a correlation between the recent hurricanes and climate c
hange. "But scientists have said the storms are going to get more and more and more intense and more and more often. We've had four storms within a
month, all far greater than that have ever, ever, ever happened in history." "Sadly," he continued, "I think this is the start of things to come.™

*kkx**Sentences: This list is the sentences of the paragraph, each matched with a specific index used in the computation of the frequency***¥**xkxix
b3

{

'Virgin Group founder Richard Branson rode out Hurricane Irma in his wine cellar on his private island in the British Virgin Islands.’,
'"Climate change is real."’,

'sure about links," Branson said after anchor John Berman asked if he saw a correlation between the recent hurricanes and climate change.’,
""But scientists have said the storms are going to get more and more and more intense and more and more often.’,

'We\'ve had four storms within a month, all far greater than that have ever, ever, ever happened in history."',

'"Sadly," he continued, "I think this is the start of things to come."'}

VA WNRE®

*x¥*k**Word List: Each seperate token of each Word******

[*virgin', 'group', 'founder', ‘richard’, 'branson’', 'rode', ‘out', 'hurricane', 'irma‘', 'his', 'wine', 'cellar', 'his', 'private', 'island’', 'briti
sh', 'virgin', 'islands', 'climate', 'change', 'real’', 'sure', ‘'about’', 'links', 'branson’, 'said', 'after', 'anchor', 'john', 'berman’', 'asked', 'i
f', 'he', "saw', 'correlation', 'between’', 'recent', 'hurricanes', 'and', 'climate', 'change', 'but’', 'scientists’', 'have', 'said', 'storms', 'going

, 'get', 'more', 'and', 'more', 'and', 'more', 'intense', 'and', 'more', 'and', 'more', ‘often', ‘we', 've', 'had', 'four', 'storms’', ‘within', 'mo
nth', 'far', 'greater', 'than', "that', 'have', 'ever', 'ever', 'ever', 'happened', 'history', ‘'sadly', 'he', 'continued', 'i', 'think', 'this', ‘st
art', "things', 'come']

*F*k***Word List with Frequency: Token with the frequency of it occuring in paragraph******

{'and': 1.0, 'things': 0.2, 'think': 0.2, 'hurricanes': 0.2, 'founder': 0.2, 'correlation': 0.2, 've': 0.2, 'storms': 0.4, 'within': 0.2, 'rode’': 0.
2, 'private': 0.2, 'month': 0.2, 'four': 0.2, 'sure': 0.2, 'have': 0.4, 'branson’: 0.4, 'cellar': 0.2, 'out': 0.2, 'said': 0.4, 'group': 0.2, 'links
': 0.2, 'richard': 0.2, ‘start': 0.2, 'saw': 0.2, 'get': 0.2, 'hurricane': 0.2, 'than': 0.2, 'virgin': 0.4, 'that': 0.2, 'going': 0.2, 'come': 0.2,
'scientists’': 0.2, 'between': 0.2, 'john': 0.2, 'ever': 0.6, 'more': 1.0, 'real’': 0.2, 'we': 0.2, 'his': 0.4, 'greater': 0.2, "irma': 0.2, 'far': 0.
2, 'after': 0.2, 'about': 0.2, 'but': 0.2, 'often’': 0.2, 'if': 0.2, 'recent': 0.2, 'sadly': 0.2, 'continued': 0.2, 'intense': 0.2, 'change': 0.4, 'h
e': 0.4, 'climate': 0.4, '"i': 0.2, 'island': 0.2, 'british': 0.2, 'asked': 0.2, 'this': 0.2, 'history': 0.2, 'berman': 0.2, 'islands': 0.2, 'had': @
.2, "happened': 0.2, 'anchor': 0.2, 'wine': 0.2}

[(0.8, 1), (1.5999999999999999, 5), (2.1999999999999997, 8), (5.0, 4), (9.600000000000001, 2), (13.2, 3)]

"But scientists have said the storms are going to get more and more and more intense and more and more often.
sure about links,"™ Branson said after anchor John Berman asked if he saw a correlation between the recent hurricanes and climate change.




Review

So how does this relate to automatic summarization?

Content Selection
Information Ordering
Sentence Normalization




THANKS! i
ANY QUESTIONS? I




CREDITS

Special thanks to all the people who made and released these awesome resources for free:

“  Presentation template by

Photographs by

Stanford NLP Course




Text Generation using
Recurrent Neural
Networks

LIAM MORAN



Overview

Learn: Construct a language model from a set of text documents
o Use recurrent neural networks

Generate: Input state is sequence of words (<eos> characters) t documents
o Allow model to predict next word




The Data

Penn Tree Bank (PTB) Dataset

° One million words of 1989 Wall Street Journal in Treebank Il style

a <unk> <unk> said this is an old story we 're
talking about years ago before anyone heard of
asbestos having any questionable properties
there is no asbestos in our products now neither
<unk> nor the researchers who studied the workers
were aware of any research on smokers of the kent
cigarettes we have no useful information on
whether users are at risk said james a. <unk> of
boston 's <unk> cancer institute dr. <unk> led a
team of researchers from the national cancer
institute and the medical schools of harvard
university and boston university the <unk>
spokeswoman said asbestos was used in very modest
amounts in making paper for the filters in the
early 1950s and replaced with a different type of
<unk> in N from N to N N billion kent cigarettes
with the filters were sold the company said



What are RNNs?

Sequences of tensors

Generates sentences from sentences while training on the word-level
Continuously apply input tensors to the state tensors

Good for data in the form of sequences (in this case, sequences of sentences)

They maintain this history of all their inputs, over the sequnces




target chars: ‘e’ “ i “o”

1.0 05 0.1 02
2.2 0.3 0.5 15

tput |
output layer | > e e i
4.1 1.2 11 29

A/

0.3 1.0 0.1 |\w hnh|-0-3 F{l\d P\I
hidden layer | -0.1 > 0.3 05— 0.9

0.9 0.1 -0.3 0.7
T 1 e Example
input layer 0 5 1 ;

input CharSI “h" “a” “I” “I”

0}



Why RRNs?

Good for sequential context-based problems

Specifically LSTMs (long short-term memory) for extra context, but not too much context

LSTM cells hold words and maintain state across sequences
o Short-term to prevent overfitting
° Long to learn over sequences




Context Is iImportant

“I grew up in France... | speak fluent French.”




Test Results

retirement the straight health continued high irs at pittsburgh treasury commerce contra federal
sense coca-cola government in single dreams former columbia home of corp leave of at 's
regulations of benefit be because N it board business to resolution newspaper make dropped run
before u.s. is as year reasons is thinks a add relations companies.




Results

audio wo when gives can gintex is construction chapter measurements less S the face its
headquarters west that acceptable others connection following earlier fled the.




Results

anticipated N community different although administration said a your think has america
completed it order or home addition the monday at growth has concern plan tvs offer not and
and met share all a inc virginia plans a into in as for bank.




Results

wage more being market the as a wide to kellogg they of from shut N more navigation growth
shares been election very acquire investment makes home continue he interview N being guber-
peters term strategy launched fewer people reported and nikkei seem dorrance nearby founded
ventures available disabled the cnbc reluctant that foster him in contends third-quarter

withdrawn coupled or as adapted sharp improve largest street say in any vice for of about that '
be had battled n't has seems with bank chemical move.




Results

market and u.s. a expect where case anticipate order about rates or handful N unemployment
the write suffer due the N regulators a the schaeffer said is early goes tennis posted year
machines certain has at.




Results

into hall street american focused of days will they.




Results

transaction were is of a beyond the to for pertussis wedtech with credit a technology american.




Why the bad performance?

Model did not have enough time to train (running it with 13 recurrent steps takes roughly 4 hours
on my laptop)

Input was just whatever was left over from the modeling phase (not end of sentence character)




Future Improvements

Clean the data a bit more (remove unnecessary words)

Train the model for longer

Optimize code to run better (currently no use of GPU or parallelization)




Tools Used

*Python

*TensorFlow




Sources

*https://www.tensorflow.org/tutorials/recurrent#lstm

*https://karpathy.github.io/2015/05/21/rnn-effectiveness/




The Professional
Rhyming Assistant

(PRA)

By: Larry L. Harris




How it works

Make synonyms.
Make rhymes.

Pick best rhyme.
Rearrange sentence.

Compute probability of sentence actually occuring.




A common way of writing poety,
music, or many other forms of
creative writing use rhyming as a
way to catch a reader's
attention.

| developed the PRA system
with the hopes of inputting any
document and getting an output
of rhyming sentences that could
potentially give a response the
user would enjoy more than the
original, or just suggest
something the writer never
thought of

Why rhyme anything at all?

Common Rhyming
Schemes:

A,A,B, B
A,B,A, B
A,B,A,B,B
A,A,B,C,C




% PRINCETON UNIVERSITY

Creating synonyms WordNet

A lexical database for English

WordNet:

“WordNet is a large lexical database
of English. Nouns, verbs, adjectives
and adverbs are grouped into sets of
cognitive synonyms (synsets), each

expressing a distinct concept.”

TIype "copyright™, "credits™ or "license ()™ for more information.



Making a set of rhymes

' ) The CMU Pronouncing Dictionary

PRA uses a python package called »»> import pronouncing
. . . »»» pronouncing.rhymes("climbing"
pronouncing to determine if two words B E o e
["diming®, "1liming’', ‘priming’, ‘rhyming®, "timing']

have similar phonetic information.

'u'I.rIEII'L [t ¥ 1
cow K AW
hide HH AY D
=" in pronouncing.rhymes ("whee il ?ﬁeese EHI¥? 7
dee D IY

n pronouncing.rhymes ("last™) thee DH I¥
Ed EH D

n pronouncing.rhymes ("fog") hurt HH ER T
ate EY T
fee F IY
green GRIYN

yronouncing



Cross referencing databases

Building a suitable set of rhymes for any
given sentence is a very difficult task even
with these large databases that contain

130,000+ words.



Rearranging sentences, tagging POS

§ NITK

. . File Zoom
PRA works by moving the rhyming words to the end of the s
e e
sentence, while attempting to leave the sentence as intact e e e
sleep NN that DT battle NN

as possible to preserve meaning.

§ NLTE = O ®
File Zoom
8
NP comes VBZ with IN NP
the DT darkness NN every OT night NN
L § MUK - O ®
File Zoom
§

one CD NP more JIR we PRP will MD lose VB NP

sleep NN that DT battle NN




Determining the most accurate rhyme

Wu-Palmer Similarity: Return a score denoting how BROWN
similar two word senses are, based on the depth of USSR EEORLY
the two senses in the taxonomy and that of their

Least Common Subsumer

Wu-Palmer Similarity is from wordnet and is used to
pick most accurate rhyme.

Brown corpus was used to train bigram model and
determine the accuracy of entire sentence
compared.(Brown corpus is mostly news articles
and well written documents allowing us to compare
rhymes to well written documents.




Best case, and the best input

The best input is poetry or abstract
writing with NO concatenations.

Placing similar meaning words at the end
of sentences is an easy way to ensure
high probability.

prok sent
(prob s
result:




What | would change

If possible | would use an Natural Language Generation model that uses deep learning to completely break
down the meaning of a sentence and then using NLG methods create a new sentence with similar meaning
but with specific input(synonyms/rhymes) could be created.

There is a lot of work being done on how to break down and analyze different sets of data, but minimal work
has been done on representing similar data as separate entities.

Maybe use a different corpus to train my bigram model over to show higher accuracy.




Thank You
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