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Anoma ly  Detec t ion  
in  Computer  Networks

● Problem Definition
– Classify computer network traffic
– Distinguish between normal traffic and attacks 
– No labelled dataset 

● Assumptions
– The vast majority of the network traffic is normal
– Network attacks can be distinguished from 

normal traffic using suitable metrics

● Outlier Detection problem
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PAYL

● PAYLoad-based Anomaly Detector
– Developed at Columbia University, NY

– Based on occurrence frequency of n-grams (sequences of 
n bytes) in the payload

● Training
– Frequency of n-grams is extracted for each payload in a 

(noisy) dataset of normal traffic

– A simple model is constructed by computing the average 
and standard deviation of frequency of n-grams

– 256n possible n-grams = 256n features

A B A C D A B C D F

4-gram

Packet Header
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PAYL

● Operational Phase
– The frequency of n-grams is extracted from the payload of 

each packet entering the network

– Simplified Mahalanobis distance used to compare the 
packet under test to the model of normal traffic

– An alarm is flagged if distance greater than a certain 
threshold

● Problems
– PAYL assumes there is no correlation among features

– Uses 1-gram (or 2-gram) analysis because high values of 
n are impractical 

● if n is high -> curse of dimensionality
● if n is low -> low amount of structural information 
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Po lymorph ic  
B lend ing  A t tack

● Polymorphism is used by attackers to avoid signature-
based detection

● 1-gram and 2-gram PAYL can easily detect “standard” 
and Polymorphic attacks
– normal HTTP  requests are highly structured, they contain 

mostly printable characters

– the Executable Code, the Decryption Engine and the Encrypted 
Code contain lots of “unusual” characters (e.g., non-printable)

● Polymorphic Blending Attack can evade PAYL
– Encryption algorithm is designed to make the attack look like 

normal traffic

Encrypted CodeHTTP GET Decryption
Engine

Substitution
table Padding

Encrypted CodeHTTP GET Decryption
Engine
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Po lymorph ic
B lend ing  A t tack

● Attack strategy
– Estimate frequency distribution of n-grams in normal 

traffic (e.g., sniffing traffic sent towards the victim 
network)

– Encode the attack payload to approximate the 
learned distribution 

– Add padding bytes to further adjust the distribution 
of n-grams in the attack payload

● Can evade 1-gram and 2-gram PAYL
– Attack transformation T brings the

   attack pattern inside the decision surface
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Ana lys i s  o f  Po lymorph ic
B lend ing  A t tack

● Why does the Blending Attack work?

– Model of normal traffic constructed by PAYL is too 
simple

– 1-gram and 2-gram analysis do not extract enough 
structural information

● Shortcomings of the attack

– Polymorphic Blending Attack uses a greedy 
algorithm to find a sub-optimal attack transformation

– The attack transformation is less and less likely to 
find a good solution for high values of n
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Ext rac t ing
s t ruc tu ra l  i n fo rmat ion

● We could use n-gram analysis with a high value of 
n, but...
– 256n features!  (if n=3 we have 16,777,216 features!)

– curse of dimensionality

– problems related to computational cost and memory 
consumption of learning algorithms

● Observation
– if n=2 we have 2562=65,536 features

– in this case the classification problem is still tractable
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2 -g ram ana lys i s

● Definition
– 2-gram = 2 bytes in the payload that are  bytes apart 

from each other

– instead of measuring the occurrence frequency of n-
grams we measure the freq. of 2-grams, with =0..(n-2)

A B A C D A B C D F

21-gram

A B A C D A B C D F

22-gram

A B A C D A B C D F

20-gram
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Combin ing  mu l t ip le  mode l s

● Intuition
– combining the structural information extracted using the 

2-gram analysis, =0..(n-2) approximately reconstructs 
the structural information extracted by n-gram analysis

● In practice
– using 2-gram analysis we obtain (n-2+1) different 

descriptions of the payload

– each description projects the payload in a 2562-
dimensional feature space

– construct one model of normal traffic for each value of     
=0..(n-2) using One-Class SVM

– combine the output of the obtained (n-2+1) classifiers 
using the Majority Voting combination rule
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Featu re  Reduc t ion

● 2562 = 65,536 features!
– we need to reduce the dimensionality of each of the    

  (n-2+1) feature spaces before constructing classifiers

● Payload-based Anomaly Detection with n-gram 
analysis is analogous to text classification 
– true if we consider the bag-of-words technique with freq. 

of words as features

– n-grams = words

– payload = document

● We use a Feature Clustering algorithm proposed 
for text classification problems
● Dhillon et al., “A divisive information-theoretic feature clustering 

algorithm for text classification”, JMLR 2003 
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Summary

● Our approach to make Polymorphic Blending 
Attack harder to succeed
– Extract more structural information from the payload 
– Construct descriptions of the payload in different 

feature spaces
– Reduce the dimensionality of these feature spaces
– Construct a One-Class SVM classifier on each of the 

reduced feature spaces to model normal traffic
– Combine the output of the constructed classifiers
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Exper imenta l  Resu l t s

● Datasets
– HTTP requests towards www.cc.gatech.edu collected 

between October and November 2004

– Training dataset
● 1 day of normal traffic (384,389 payloads)

– Test datasets 
● 4 days of normal traffic (1,315,433 payloads)

– Attack Dataset (126 payloads)
● 11 non-polymorphic Buffer Overflow attacks
● 6 polymorphic attacks 
● 1 Polymorphic Blending Attack (trained to evade        

1-gram and 2-gram PAYL)

http://www.cc.gatech.edu/
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Exper imenta l  Resu l t s

1-gram PAYL 2-gram PAYL

Multiple One-Class SVM (n=12,k=40)

DFP = False positives on training dataset

RFP = False positives on test dataset

DR = Percentage of detected attack packets
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Conc lus ion

● We introduced the 2-gram analysis technique to 
extract information from the payload

● We used the analogy between payload-based anomaly 
detection and text classification for feature reduction

● We used an ensemble of classifiers to “combine” the 
structural information extracted with the 2-gram 
technique

● This makes the Polymorphic Blending Attack more 
difficult to succeed
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Anoma ly  vs .
S igna tu re -based  Detec t ion

● Signature-based IDS are the most deployed
– efficient patter matching

– can detect known attacks

– low number of false positives (i.e., false alarms)

– not able to detect unknown (zero-day) attacks

● Anomaly Detection
– can detect known and unknown attacks (in theory!)

– difficulties in precisely modelling the normal traffic

– may generate a higher number of false positives 
compared to signature-based IDS
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Po lymorph ic  A t tack

● A “standard” Buffer Overflow attack (for example) 
looks like

– these attacks can usually be detected using pattern 
matching (signature-based IDS)

● Polymorphism is used by attackers to avoid 
signature-based detection

– the Decryption Engine and the Encrypted Code 
change every time the attack is launched towards a 
new victim

Executable CodeHTTP GET

Encrypted CodeHTTP GET Decryption
Engine
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Exper imenta l  Resu l t s

● Single One-Class SVM classifiers
– RBF kernel (=0.5)

– k = number of Feature Clusters

–  = parameter for the 2-gram analysis

AUC measured in the interval [0,0.1] of false positives (normalized)
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Advantages  o f
our  approach

● The attacker could evade our IDS if he was able to 
construct the attack transformation to approximate the 
distribution of (n/2+1)-grams in normal traffic

● However, the greedy attack transformation algorithm is 
unlikely to find a good solution if (n/2+1) is a sufficiently 
high value

● A new attack transformation algorithm specifically 
crafted to approximate the distribution of 2-grams has 
to evade at least n/2 different models at the same time

● The introduced overhead added to the operational 
phase is expected to be fairly low


