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Abstract 
�

Energy efficient design for disk devices has 
become a very important issue, because ever 
increasing need for data storage systems significantly 
increases the power budget in the disk array. Most 
research on power management in disk devices 
focuses on the traditional way of stopping disk 
rotation. In this paper, we propose a new approach 
in which the energy consumption can be reduced 
without stopping the disk rotation. The proposed 
Multiple Idle States (MIS) model modulates the disk 
RPM to optimize the energy consumption during idle 
periods. We present a new threshold time model to 
calculate a minimum idle period so as to save energy 
without significant performance degradation.  The 
simulation results with real traces show that our MIS 
achieves more than 58% energy savings at low I/O 
workload and also gets 8% energy savings for high 
workload with less than 50% response time 
compared to the traditional shut-down power 
management scheme. 
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1. Introduction 
�

Energy is a significant issue to most computer 
system. Although the need for low-power designs has 
been critical to small form-factor embedded systems, 
today’s large systems are no exception to low power 
requirements. The power management in server 
systems has become significant because a great 
amount of the power budget is spent when the data-
intensive server systems begin to form large clusters. 
In these server systems, large amounts of energy are 
consumed by the disk subsystem [1, 2]. For example, 
the disk consumes 13.5 times more energy than the 
CPU in many large server systems [3].  

Also, we observe that the energy consumed during 
idle periods takes a significant portion of the total 
energy consumption. Figure 1 shows the fraction of 

the energy consumption for each operation mode of 
the disk1. 
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 Figure 1. Proportion of energy consumption 
 
The disk idling consumes 82% and 94% of the 

total energy for mean arrival time of 10 ms and 100 
ms respectively. Before this work, there are many 
researches that have proposed several energy 
management schemes exploiting the disk idleness [5, 
6, 7, 8, 9, 10]. Most of these power management 
schemes are based on timeout, stochastic, and 
predictive algorithms. The timeout algorithms shut 
down the disk if the idle time lasts longer than the 
timeout threshold. The stochastic algorithms model 
the I/O requests in the stochastic process and estimate 
power management with a discrete-time Markov 
decision process. The predictive algorithms predict 
the length of the next idle period by using a previous 
actual idle period and a previous predicted idle 
period. However, those researches have been limited 
to desktop, notebook computer and mobile devices. 
They try to shut down the disk for the idle period and 
spin up to the maximum RPM level when a new I/O 
request arrives. We cannot apply this scheme directly 
to server disk systems, since the shut-down and spin-
up time of the server disk is much longer than that of 
the desktop computer. In other words, it is difficult to 
find an idle period long enough to shut down the disk 
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�We get this result by Disksim simulator[12] with 

synthetic workload. 
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in the server system. Moreover, if a new request 
arrives during the shut-down period, it will take a 
long time to recover a maximum RPM speed, which 
will cause a huge response time. To come up with the 
energy wastes for threshold time and delay caused by 
recovering maximum RPM speed, we suggest a new 
method that spins down the RPM speed without 
waiting for threshold time and is able to service a 
request at different RPM speed. To realize this idea, 
we propose a new threshold model that can efficiently 
use multiple idle states (MIS) for general disk 
systems and the server disk systems that usually have 
short idle times. We apply an aggressive approach to 
implement our threshold model. Our MIS model is 
composed of the idle period prediction stage and the 
dynamic RPM modulation stage to spin down/up the 
disk to an appropriate RPM level. This approach can 
largely reduce energy consumption in the server disk 
system besides desktop computers. According to our 
simulation, we achieve more than 50% energy savings 
for low I/O workload and at least 8% energy savings 
at high I/O workload.  

The rest of this paper is organized as follows: 
Section 2 gives the basic of the MIS model, including 
algorithms for idle prediction, and threshold 
calculation. Section 3 presents the result of the 
simulation, and section 4 gives the conclusion.  

 

2. MIS (Multiple Idle States) Power 
Management Model 

 
In this section, we describe the MIS power 

management model which facilitates multiple idle 
states. We introduce the power model for calculating 
the energy consumption of different RPM levels. The 
prediction algorithm for the next idle length and our 
new threshold model are presented. 

 
2.1. Power model for multiple idle states 

�

The energy consumption of a hard disk drive is 
composed of two major parts, the spindle motor and 
the electrical control circuit. + 12V is used for the 
spindle motor and the actuator, and + 5V is used for 
the controller’s electrical components [11]. The 
operation modes of the disk are Start-up, Active, 
Seek, Idle, Standby, and Sleep. The peak power 
consumption occurs in Start-up mode, when the disk 
is powered on. To evaluate the power consumption 
during running time, we need to trace the power 
consumption at the Active, Seek, and Idle modes. In 
addition, the power consumed during the RPM 
transition is also verified. We will use the term “low-

Idle state” to indicate the RPM levels below the 
maximum RPM. Each mode has different power 
dissipation, since different current values are 
consumed. To calculate runtime energy consumption, 
we use the quadratic power model proposed in [4] 
described below. These models can calculate the 
energy consumption while the dynamic RPM scheme 
is applied.  
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where 

�
n represents the amplitude of the RPM 

changes. Whenever the RPM is changed, these 
equations are used to calculate the power cost at the 
current RPM level and the time spent changing RPM 
level. Equation (1) is used to calculate the power 
consumption for the idle state and low-idle state. 
Equations (2) and (3) are used to calculate the power 
cost for the active state, during which read or write 
operations run. The energy is calculated whenever the 
operating state is changed by multiplying the required 
power at each state by the time spent for the 
operation. We use Equation (4) to calculate the time 
spent changing the RPM. In this case, we assume that 
the power required for changing the RPM is related to 
the RPM to be changed.  

 
2.2. Idle Period Prediction Model 

 
If we can reduce the idle energy as shown in 

Figure 1, the total energy required for the disk system 
will decrease. We can save this wasted energy by 
slowing down from the maximum RPM to a lower 
one. The objective of this paper is to modulate the 
RPM dynamically according to the length of the idle 
period. This is unlike with DRPM [4] in the point of 
using the length of an idle period not average 
response time of requests to modulate RPM speed. 
The magnitude of change of RPM definitely relies on 
the interval of the idle period. We consider the time 
spent for RPM change and the energy gain to decide 
the magnitude of change of RPM. The next incoming 
idle period can be obtained by the idle prediction 
algorithm.  

The main objective of the predictive scheme is to 
find the next incoming idle period based on the 
pattern of the I/O requests. If the idle period is long 
enough to save the energy by shutting down the disk, 
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the disk is shut down for the idle period and RPM 
will be returned to the maximum RPM level at the 
end of the idle period or at the next I/O request 
arrival. We use the algorithm proposed in [8]. This 
method uses an event-driven computation based on 
the history of the previous idle periods. It is 
independent of a target application so the prediction 
algorithm is eligible for the MIS model. The 
exponential-average approach for predicting the next 
idle period uses the last predicted value and the latest 
idle period as follows. 

 
      1 (1 )n n nI a i a I+ = ⋅ + − ⋅ ,                                 (5) 

where 1nI +  is a new predicted idle time, nI  is the 

predicted idle time for the current period, ni  is a 

current idle time, and a  is an attenuation factor in the 
range of 0 to 1. By using this value, the algorithm 
controls the relative weight of current and past history 
of prediction. We use this formula to predict the next 
idle period. The prediction can be made in parallel 
while the disk system read or write an I/O request and 
it can reduce the overhead for calculating the next 
idle time.  

 
2.3. Implementation of MIS 

�

The MIS model decides a proper RPM level for 
next idle period according to the predicted idle-time 
value. Figure 2 shows the flow diagram of the MIS 
model implemented for this purpose. The main idea 
of the MIS model is that it uses multiple RPMs for 
different idle periods and services an I/O request at 
reduced RPM level to avoid spin-up time. 

 

 
Figure 2. Flow diagram of MIS model 

 
Whenever an I/O request arrives, the prediction 

module calculates the next idle period. After finishing 
an I/O request, the MIS model decides whether it can 
change a current RPM level to another level or not. 

We use a predefined threshold to decide the RPM 
change. If the predicted idle period is greater than the 
predefined threshold, the MIS calculates a proper 
RPM level from multiple RPM levels and the RPM is 
changed according to the calculated RPM. If the 
predicted idle period is smaller than the threshold, the 
RPM should remain at maximum level.  

If a new I/O request arrives during the low-Idle 
state, the MIS model services the request at the 
current RPM level without wasting spin-up time. The 
MIS model can reduce energy wastes in spin-up time 
with this new mechanism. The RPM is restored to the 
maximum level after the predicted idle period ends. If 
no I/O request arrives after the predicted idle period 
ends, the MIS model periodically checks the disk 
queue and spins down the RPM step by step until a 
new I/O request arrives. The RPM can be spun down 
to the minimum RPM. The threshold is represented 
by equation (6). 
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In equation (6), rt �represents the spin-up or spin-

down time that will be spent for changing the RPM, 
which is equal to 

�
t in equation (4) and st is an 

intermediate period between spin-down and spin-up 
operation. During this period, the disk RPM will be 
stable at a reduced RPM level. n∆  is an altitude 
between a previous RPM and a current RPM that is 
changed. We define the threshold as the time interval 
required for the following; spin-down, staying at the 
reduced RPM level, and spin-up to the maximum 
RPM level. We assume that the spin-down time is 
equal to the spin-up time.  

For the threshold of the MIS model, we may need 
several threshold values for each multiple RPM levels 
to meet break-even time. The break-even time means 
the minimum amount of time to be able to get energy 
gain by reducing RPM. However, we propose a new 
MIS threshold model that is designed for multiple 
idle states or multiple RPMs using only one threshold 
value. The MIS threshold model first compares the 
threshold value with a predicted next idle period and 
calculates a lower RPM level according to the 
predicted next idle period if it is greater than the MIS 
threshold. This method has the following advantages. 
First, for the system reliability, our threshold model 
can avoid unnecessary RPM changes by filtering out 
small idle periods that are shorter than the threshold 
time. Second, it avoids unnecessary use of resources 
to hold multiple threshold values. In the next section, 
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we explain the process of determining the minimum 
threshold for the MIS model. 

 
2.4. Threshold Calculation (tth)  

 
The idea of our threshold model is to obtain one 

threshold for all of the multiple idle states. For this 
purpose, we first decide the minimum energy gain 
that is supposed to be obtained during idle periods. 
After the threshold is obtained for the minimum 
energy gain, the MIS model calculates a proper RPM 
level whenever the predicted idle period is larger than 
the threshold.  

The energy gain α is represented by equation (7). 
  

( ( ) ),I M th IS s r IM rP t P t t P tα× ≥ + + ×          (7) 

where 
MIP is an idle power requirement at the 

maximum RPM level, 
SIP  is an idle power 

requirement for the low RPM level, which is reduced 
to save energy consumption. We assume that the 
required power for RPM transition is same as that of 
the idle power of the RPM level to be transitioned. 
According to this equation, the energy consumed by 
the reduced RPM should be smaller than that of 
maximum RPM. 
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We derive equation (9) from equation (7) and (8) 

by substituting ts = β tr and 2th r st t t= + , where the 

β �is used to represent the ratio of ts to tr. This value 

affects the depth of the intermediate RPM level to be 
selected to obtain same energy gain. For example, the 
RPM level required for a certain energy gain will be 
decreased when this ratio is 1 rather than 3. As this 
ratio increases, the total queuing delay wasted for the 
RPM transition will be decreased because the time 
required for the transition will decrease. This 
property supports a low delay with a competitive 
energy savings. The energy gain is calculated by three 
parameters: 

SIP ,
MIP  andβ . These parameters may 

be varied according to different system specifications 
and chosen by the system designer. If we examine our 

simulated system, the maximum idle power is 22.3W 
(=

MIP ) at maximum 12,000rpm and the minimum 

idle power is 8.75W at 3,600rpm. Those power 
values are calculated using equation (4). Hence, 
expected energy gain lies between 1 and 1.9 if β = 3. 

To get a threshold for MIS, we need to decide 
prospective energy gain from 1 to 1.9. If we decide 
1.5 as a minimum energy gain, we can get 13W as a 
new 

SIP �from equation (9). The appropriate RPM 

for this 
SIP �is 7,200 out of 15 different RPM levels. 

The value of 7,200 rpm is obtained by equation (1). 
From equation (6), the threshold will be 112.5 (ms) 
by applying n∆  = 12,000-7,200 = 4,800 and ts = 
β *t r = 3*21.5 = 64.5 (ms). The value of tr is 

calculated by equation (4). This is just an example to 
determine a threshold for the MIS model. System 
designers can apply this procedure to obtain a proper 
threshold for their own systems varying the three 
parameters

SIP ,�
MIP �andβ . This flexibility can be 

used efficiently by system designers in certain 
environments to optimize the system performance and 
reliability.  

To be briefly, we first decide an energy gain value 
using the minimum idle power and maximum idle 
power that can be obtained from the disk with 
multiple RPMs.  After we calculate the threshold, we 
decide a proper RPM level by RPM-lookup 
algorithm. This algorithm can be easily implemented. 
It compares a predicted idle time with calculated time 
for each RPM transition. The RPM transition time 
includes spin-down, spin-up and idle time at each 
RPM level. The lowest RPM level which transition 
time fits into the predicted idle time can be selected. 

 
3. Experiment and Result 

�

3.1. Simulation Environment 
 
We have used the synthetic and real workloads to 

evaluate the benefit of MIS technique. The synthetic 
workload is generated by the DiskSim [12] simulator 
with different exponential mean arrival times. We 
used the OLTP workload from [13] for the real 
traces. This OLTP trace has been collected by 
running the TPC-C benchmark on a Microsoft SQL 
database system. In order to evaluate the energy 
consumption, we add the function of the energy 
calculation module to the DiskSim.  

We have simulated five different schemes: NPM, 
PRED, MIS, DRPM and MIS+DRPM.  NPM is a 
case when no power management scheme is applied. 
PRED is the scheme that uses idle prediction and 
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shuts down the disk after predefined threshold time. 
MIS is our suggested model. DRPM is the model 
proposed in [4]. MIS+DRPM is the combined model 
that incorporates MIS into DRPM.  

 
Table 1. Configuration of disk used for MIS 

Parameter Value 
RAID Level  
Number of Disks 
Maximum RPM 
Minimum RPM 
RPM step 

5 
10 
12000 RPM 
3600 RPM 
600 RPM 

 
For the PRED, the threshold is 200 ms and the 

minimum RPM is 3,600. We apply this configuration 
to PRED because the original PRED may not acquire 
any chance to shut down the disk for lack of a 
sufficient idle period in a real server environment. 
The disk configuration we used for our simulation is 
shown in Table 1. 

 
3.2. Simulation Result 

 
First, we compare our MIS to the PRED with the 

synthetic workload. Figure 3(a) shows the energy 
savings for the PRED and the MIS scheme with 
synthetic workload. Different thresholds for MIS are 
used. For example, MIS_20 indicates that threshold is 
20 ms.  

PRED obtains up to 8% energy savings compared 
to the NPM scheme while MIS achieves up to 59 % 
energy savings. Specifically, MIS can save 20% of 
energy consumption for the high-workload 
configuration. If we consider low workloads, there 
are many longer idle periods, and thus the MIS can 
save energy by reducing RPM. Both schemes have 
difficulty finding a sufficient idle period for the high 
workload, but the MIS gets about 23% energy savings, 
while the PRED cannot.  

The threshold also affects the amount of energy 
savings. When the workload has 10 and 100 ms mean 
arrival time, the threshold of 20 and 60 ms does not 
show a static result; but a threshold of 120 ms shows 
similar energy savings for both workloads, which is 
derived from our model with β  = 3. For the low 

workload with the mean arrival time of 1 and 5 
seconds, similar energy savings are obtained, 
regardless of the threshold, showing that a threshold 
less than a certain value may not give the expected 
result according to the characteristics of a different 
workload.  
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Figure 3.  Energy and response time of MIS 

and PRED with Synthetic Workload 
 
According to those simulation results, we can 

show that our threshold model gives the optimal value 
(120 ms) to maximize energy savings over all 
workloads. The graph of response time in Figure 3(b) 
shows the average response time that includes the 
service-waiting time and the average response time 
for each I/O request. PRED causes a large delay 
overhead, while�MIS services the requests without 
significant delay overhead across all kinds of the 
workloads. From this result, one can see that the MIS 
model can save a large amount of the energy 
consumed in the RAID system without a significant 
delay.  

�
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Response Time
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Figure 4. Energy and response time of MIS 

and PRED with Real Traces 
 
In the case of the real OLTP workload, the 

percentage of the energy savings for the MIS model is 
also greater than that of the PRED model as shown in 
Figure 4(a). The simulated system for this real 
workload is composed of RAID1, RAID2 and 
RAID3. The average inter-arrival time for each RAID 
system is 52 ms, 266 ms and 10 seconds respectively. 
We used the same disk configuration shown in Table 
1. Our results show the PRED scheme consumes 
more energy than NPM for high workload. This is 
because it needs extra energy and time to spin up. In 
contrast with PRED, MIS achieves more than 2 time 
energy savings with less than 50% delay compared to 
the PRED as shown in Figure 4(b). Note that the 
response time results in Figure 4(b) are normalized to 
NPM for better readability. By comparing the results 
of PRED and MIS, we can conclude that multiple idle 
states are more useful to reduce the energy 
consumption than the simple shut-down scheme used 
in PRED. For the server disk, it is impossible to get a 
chance to shut down the disk. The MIS scheme 
improves energy savings by the incorporation of 
multiple idle states. 

For the last part, we show the effectiveness of the 
combined model, MIS+DRPM, compared to the 
original DRPM model. In Figure 5, we compare the 
MIS+DRPM model with the DRPM model. 
MIS+DRPM works in a cooperative way in which 
MIS reduces RPM by the rule of the original MIS 
while the DRPM decides a current RPM by its policy. 
In other words, the RPM of the active state is decided 
by the DRPM according to the average response time 
and the RPM for the idle state is set by the MIS 
model. When we use our scheme with the DRPM 
(MIS+DRPM), we can see that the performance of 
energy savings and response time can be improved as 
shown in Figure 5. The MIS+DRPM model shows a 
comparable energy savings and response time to 
DRPM for high workload. The response time of 

MIS+DRPM is as same as DRPM scheme with a little 
bit small energy savings. The strong point of 
MIS+DRPM is shown for the low workload. It can 
achieve more energy savings than DRPM for low 
workload with similar response time to the high 
workload. With this result, we can see that our 
scheme can improve the energy efficiency of the 
DRPM for the low workload for which the original 
DRPM model is not efficient to get energy savings. 
We can observe that our scheme can enhance the 
performance of other power management schemes. 
To be briefly, our scheme saves more energy than 
traditional power management schemes for the high 
workload and it can bring energy savings for low 
workload compared to dynamic RPM modulation 
scheme like DRPM. Our scheme shows a static 
response time over all kinds of workload having 
remarkable energy savings. 
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Figure 5. Energy and Response time of 

MIS+DRPM model 
 

4. Conclusion 
 
In this paper, we suggest a new threshold model 

that is efficient enough to obtain energy savings 
compared to the existing threshold model. We 
applied this model to the predictive power 
management algorithm for the disk system and 
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simulated the efficiency of our scheme. Our model 
can achieve great energy savings using multiple idle 
states with our new threshold model. It predicts the 
next idle period and reduces RPM to the appropriate 
level whenever the predicted idle period is greater 
than the threshold instead of remaining at maximum 
RPM level for threshold time like other existing 
schemes. We have calculated the threshold from the 
expected energy gain for the multiple idle states. The 
simulation has shown that the MIS gets 20-50% 
energy savings across the range of workloads with at 
most 1.5 times degradation in total average response 
time.   

For the future work, we plan to verify reliability 
issues of the disk system under the proposed model. 
We also would like to investigate cache schemes in 
order to maximize the idle period of disk so that 
power consumptions can be reduced. The cache 
schemes will be integrated with our MIS model. 
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