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Abstract

Bridging faults in CMOS circuits sometimes degrade

the output voltage and time performance without alter-

ing the logic function. The traditional voltage testing

models based on the normal power supply voltage do not

accurately model this behavior. In this paper we devel-

op a model of bridging faults that accounts for both the

bridging resistance distribution and gate sensitization

and propagation choices. This model shows that fault

coverage increases at lower power supply voltages. It

suggests that decreasing the power supply voltage is a

promising technique to maximize the real fault coverage

of voltage tests, thereby minimizing the number of rel-

atively slow Iddq tests required to achieve high quality.

1 Introduction
With the increasing complexity and density of VL-

SI circuits, shorts between normally unconnected sig-
nal lines have become the predominant fault type in
CMOS circuits [1]. The shorts can be divided into
two subclasses: inter-gate and intra-gate shorts [2], [3].
Inter-gate shorts are usually called bridging faults.

It has been recognized that shorts in CMOS cir-
cuits are not modeled adequately by the traditional
stuck-at fault model [5], [6]. It has been demonstrated
that many shorts are undetectable by functional test-
ing, since some shorts degrade the voltage level and
circuit timing performance without altering the logical
function. Therefore, much research has been devoted
to quiescent current (Iddq) testing as an addition to
voltage testing of CMOS circuits to achieve higher test
quality [8]-[15]. The primary drawback of Iddq test-
ing with standard ATE is that it is much slower than
voltage testing. This usually limits the number of Iddq
vectors applied to high-volume chips to 10-20, but of-

ten only 1-2 [20], particularly at very low current levels.
Newer current sensor designs [10] are much faster, but
still much slower than voltage testing. There is also in-
creasing concern that Iddq testing will be less e�ective
in more advanced technologies [11]. In addition, Iddq
testing is di�cult when the normal Iddq level is high,
as is the case in high-performance microprocessors, and
many mixed signal devices [23]. For example, a recent
implementation of the SPARC architecture has an Iddq
of 6 mA [19], and we recently investigated Iddq test of
a mixed signal circuit with Iddq currents of 4 mA and
greater on each of its multiple supplies. Industrial ex-
perience has shown that many chips can be tested at
voltages as low as 1.2V, or even lower. This is referred
to as \very low voltage" testing [23] or \expanded volt-
age box" testing [20]. The limit depends on the circuit
design techniques and process technology used. The
lower the voltage, the better the fault coverage, but
even tests at 3V for a 5V part will screen many faults.

The best test strategy should combine both voltage
and Iddq tests, but given the speed advantage of volt-
age testing and existing ATE investment, we should
attempt to maximize the real fault coverage of voltage
tests, in order to reduce the number of Iddq tests re-
quired to target the remaining faults.

In this paper, we investigate the behavior of resis-
tive bridging faults at di�erent power supply voltages
from several aspects, such as the maximum detectable
resistance, fault coverage, minimum detectable delay
increase and fault coverage under di�erent test vector
selection strategies. We will show that the detectable
range of the bridging resistance and the fault cover-
age increases signi�cantly as the power supply voltage
decreases. Using di�erent power supply voltages for
testing has previously been reported in [22]. Very low
voltage test has previously been used to detect intra-



gate shorts and hot carrier e�ects [23], [25].
Early work on bridge fault modeling proposed the

\Voting Model" [7]. The shortcoming of this model is
that it assumed all gates have the same logical thresh-
old. In order to obtain more accurate simulation re-
sults, this approach was further re�ned to account for
varying thresholds [9], [16], [27], [28].

The main drawback of the above models is that they
consider the bridging resistance to be negligible. A new
parametric model for realistic resistance bridging fault
has been proposed [3], [4]. It demonstrated that the
classical models such as the \Voting Model" or its re-
�ned models developed for non-resistive bridging faults
do not adequately represent the behavior of realistic re-
sistive bridging faults. It was shown that even a small
realistic resistance can strongly modify the faulty logi-
cal behavior. The voltages at bridged nodes depend on
the pull-up network, pull-down network, transistor pro-
cess parameters and bridging resistance (Rsh). The log-
ic interpretation of the intermediate voltages depends
on the con�gurations of driven gates involved in bridg-
ing.

The input logic threshold (Vth in) of a gate input is
de�ned as the voltage value at which the input and out-
put of the gate are equal (assuming all other inputs of
that gate are held at non-controlling logic values)[26].
A small deviation of the input voltage above or below
the Vth in is su�cient to cause a large swing in the out-
put. The logic interpretation of the intermediate volt-
ages depends on the Vth in of the driven gates. Each
input of each logic gate can have a di�erent input logic
threshold. The implication of this behavior is that two
driven gates tied to the same bridged node may inter-
pret the same intermediate voltage as two di�erent log-
ic values. This situation has been dubbed \The Byzan-
tine General's problem" [9]. The input logic thresholds
for di�erent logic gates can be derived both theoreti-
cally and experimentally [26].

Section 2 of this paper describes an analytical model
for computing the detectable bridging resistance range
at di�erent power supply voltages. Section 3 describes
the fault coverage at di�erent power supply voltages.
The minimum detectable delay increase at di�erent
power supply voltages and test vector sensitivity anal-
ysis are investigated in Sections 5 and 6 respectively.
Conclusions are given in Section 6.

2 Detectable bridging resistance range
at di�erent power supply voltages

The whole range of the bridging resistance can be
divided into two groups by the maximum detectable
resistance Rmax. If the bridging fault resistance falls
into the interval [0, Rmax], a functional fault will be

exposed at the output of the driven gate, and can be
propagated to a primary output. If the bridging fault
resistance is greater than Rmax, no functional fault will
be exposed at the output of the driven gate, and those
faults are classi�ed as \undetectable", since they de-
grade the circuit performance without altering the log-
ical function. But these faults may cause delay faults.

The detectable bridging resistance range depends
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Figure 1: A circuit with bridging fault.

on the bridging con�gurations and process technology
as well as power supply voltage. The bridging con�g-
uration shown in Fig. 1 will be used as an example to
study the detectable bridging resistance range at dif-
ferent power supply voltages. All circuits used in this
paper were constructed using OCTTOOLS [17] stan-
dard library cells. All of the HSPICE [18] simulations
are based on a 0.8� N-well CMOS technology.

In order to fully describe the characteristics of a
bridging circuit at di�erent power supply voltages, it
is necessary to derive the electrical equation to com-
pute Rmax. When the two nodes involved in bridging
are set to opposite logic values, the resultant circuit
is shown in Fig. 2, assuming A1 = 0 and B1 = 1. In
the fault free case (Rsh =1), Vsh(1) equals Vdd (logic
1). Vsh(1) decreases as the value of Rsh decreases. If
the value of Rsh decreases below the value of Rmax,
Vsh(1) < Vth in and is interpreted as logic 0. The value
of Rmax can be obtained by writing that Vsh(1) is equal
to the input logic threshold of the driven gate. The in-
put logic threshold of the inverter (and all other gates)
is assumed to be Vdd=2. Obviously, the two transistors
in Fig. 2 operate in their linear regions. The current
that 
ows through the p-transistor, bridging resistance
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Figure 2: The equivalent circuit of Fig. 1.

and n-transistor is given below:

I = �p[(Vdd � jVtpj)(Vdd � Vsh(1))�
(Vdd � Vsh(1))

2

2
]

(1)

I =
Vsh(1)� Vsh(0)

Rsh

(2)

I = �n[(Vdd � Vtn)Vsh(0)�
(Vsh(0))2

2
] (3)

where:

�n = �nCoxWn=Ln, �p = �pCoxWp=Lp,

Vtn and Vtp are threshold voltages, �n and �p are the
respective channel mobilities, Wn and Wp are transis-
tor width, Ln and Lp are transistor length, and Cox is
the gate oxide capacitance. For testing based on the
evaluation of the Vsh(1), Rmax(1) can be obtained by
substituting Vsh(1) by Vdd=2. Rmax(1) is given by:

Rmax(1) = k1(
�Vdd
2

+ Vtn +

r
(Vdd � Vtn)2 �

2

k1�n
)

(4)
where:

k1 = 1=[�p((Vdd � jVtpj)Vdd=2� Vdd
2=8)].

In the same way, for testing based on the evaluation
of the Vsh(0), Rmax(0) can be obtained by substituting
Vsh(0) by Vdd=2. Rmax(0) is given by:

Rmax(0) = k0(jVtpj �
Vdd
2

+

s
(Vdd � jVtnj)2 �

2

k0�p
)

(5)
where:

k0 = 1=[�n((Vdd � Vtn)Vdd=2� Vdd
2=8)].

Fig. 3 gives the comparison between the Rmax(1) val-
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Figure 3: The maximumdetectable bridging resistance
vs. Vdd for Fig. 1.

ues calculated by equation (4) and the Rmax(1) values
from HSPICE simulations (using a level2 device mod-
el). This �gure shows good agreement between the
simulations and the proposed equation. From this �g-
ure, we know that the detectable bridging resistance
range increases as the power supply voltage decreases.

Note that the analyses above are based the assump-
tion that the input logic threshold Vth in of the driven
gate is Vdd=2. If the input logic threshold is greater
(less) than Vdd=2, the Rmax(1) values will be greater
(less) than the values shown in Fig. 3 at di�erent power
supply voltages, and the Rmax(0) values will be greater
(less) than the values calculated by equation (5). In
practice, Vth in is typically in the range of 45 - 55% of
Vdd. This variation can be accounted for similar to the
bridging resistance variation in Fig. 4.



3 Fault coverage at di�erent power sup-
ply voltages

The chief criterion for a test technique is the fault
coverage. In this section, we will investigate the fault
coverage of the resistive bridge fault model at di�er-
ent power supply voltages. It will be shown that in
some cases the fault coverage of a traditional bridge
voltage test technique is very low, and the fault cover-
age increases when the power supply voltage decreas-
es. A CMOS circuit with bridging faults may function
correctly at normal power supply voltage, and can be
forced to malfunction at a lower power supply voltage.
There are two main factors that a�ect the fault cover-
age. One factor is the voltages at bridged nodes. The
other factor is the input logic threshold of the driven
gates.

By means of the maximum detectable bridging re-
sistance Rmax computed for each bridging con�gura-
tion, an accurate fault coverage can be calculated if
the bridging resistance distribution is available. Ex-
perimental measurements have demonstrated that the
metal bridging resistance mainly falls into the range
from 0
 to 1000
 [1]. A Geometric distribution has
been shown [33] to have a good agreement with the da-
ta in [1]. One thing we have to mention here is that
the bridging resistance distribution depends upon the
process technology and the circuit topologies. It is de-
sirable to study fault coverage under di�erent bridging
resistance distributions. The distributions shown in
Fig. 4 are for several average resistance values, where
the middle curve is for the nominal value from [1], and
the upper and lower curves are for average resistances
�25% from the nominal value. The actual resistance
data will not be as smooth as shown in Fig. 4, particu-
larly high resistance bridges in the tail, but for the pur-
poses of fault coverage estimation, the family of curves
is adequate.

The fault coverage of the bridging fault con�gura-
tion in Fig. 1 at di�erent power supply voltages is giv-
en in Fig. 5 along with coverage for di�erent resistance
distributions. Note that the coverage reported here is
for all bridging faults, not just those causing a func-
tional failure. In this manner, our coverage metric cor-
responds to Iddq testing, which can detect essentially
all bridges between nonredundant nodes. Fig. 5 shows
that the coverage increases from 72% at Vdd = 5V to
99% at Vdd = 2V. The lower the power supply volt-
age, the high the coverage will be, since a lower power
supply voltage will cause a larger fraction of resistive
bridges to malfunction. Theoretically, in a complemen-
tary CMOS circuit, the power supply voltage can be
decreased to slightly higher than the largest threshold
voltage of the transistors in the tested circuit. Taking
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Figure 4: The cumulative bridging resistance distri-
bution. The upper and lower curves are for average
resistances �25% from the nominal value.

into account the the process variation and other noise
sources, the power supply voltage cannot be reduced
to the theoretical limit.

4 The minimum detectable extra time
delay at di�erent power supply volt-

ages
As previously mentioned, if the bridging resistance

is greater than Rmax, it does not alter the logical func-
tion. But this fault causes extra time delay (the dif-
ference of time delay between the bridging fault and
the fault free cases) [24]. Fig. 6 shows the extra time
delay caused by the bridging fault in Fig. 1 at di�erent
bridging resistances. If the extra time delay exceeds
the timing slack on a circuit path, it will cause a delay
fault. Obviously, a delay fault can not be detected by
traditional stuck-at tests, but can be detected by delay
tests [29]-[32].

From the previous section, we know that the de-
lay faults can be forced to malfunction as the power
supply voltage decreases. Therefore, the delay faults
can be detected indirectly by the low-voltage test tech-
nique. The normalized minimumdetectable extra time
delay Tnormalized is de�ned as:

Tnormalized =
Textra
Tf free

(6)
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Figure 5: The bridging fault coverage at di�erent Vdd
for Fig. 1. The upper and lower curves correspond to
the lower and upper resistance curves.

where Textra is the extra time delay caused by the
bridging faults and Tf free is the gate delay for the
fault free case. By combiningFig. 3 and Fig. 6, the nor-
malized minimum detectable extra time delay caused
by bridging faults at di�erent power supply voltages
is given in Fig. 7. As can be seen, the minimum
detectable extra time delay can be signi�cantly de-
creased as the power supply voltage decreases. At 5V,
Tnormalized goes to 1, since only functional faults can
be detected, and functional faults can be regarded as
in�nitely slow delay faults. For our example technolo-
gy, a delay increase of only one gate delay is detectable
at 2V. In Fig. 7, all delay increases above the thresh-
old will be detected, even if they do not violate the
path slack and cause a delay fault. However, as argued
for Iddq testing [21], these \weak" parts are reliability
hazards that should be discarded.

Our estimate of the minimumdetectable Tnormalized

in Fig. 7 assumes a test speed much slower than typi-
cal circuit speeds. If the circuit is tested at reasonable
wafer test speeds (e.g. 10-20 MHz), even smaller delay
increases will be detectable. One challenge is selecting
an appropriate test speed. This can be obtained from
a Schmoo plot, or calculated [23], [25]. In practice in
industry, a test speed is selected to be low enough to
guarantee that no overkill will occur due to tester cali-
bration problems or circuit parametric variations. It is
possible to predict the normal circuit speed for a given
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Figure 6: The extra time delay caused by bridging fault
vs. Rsh for Fig. 1.

voltage wafer-by-wafer, allowing dynamic adjustment
of the test speed, and a further increase in test cover-
age [34].

The trend shown in Fig. 7 applies regardless of gate
load capacitance. The measurement itself is done at
slow speed, and so is relatively independent of inter-
connect delays. When the interconnect delay is large
compared to the gate delay, the trend in Fig. 7 will
still apply since higher bridge resistances will result in
smaller delay increases, and total stage delay can be
increased to in�nity for a given bridge resistance by
lowering Vdd su�ciently.

5 Test vector sensitivity analysis at d-
i�erent power supply voltages

If the gate pull-up (pull-down) network has more
than one sensitizable path from Vdd (GND) to the
bridged nodes, the test vector is not unique. Consider
the circuit shown in Fig. 8. In order to detect a bridg-
ing fault, the nodes involved in bridging must be set
to opposite logic values. Let us assume that we try to
set node 1 to Vdd, and node 2 to GND. To try to set
node 1 to Vdd, < A1; B1 > must be set to < 0; 0 >
or < 0; 1 > (vector < 1; 0 > is equivalent to < 0; 1 >
and is neglected in this paper). Similarly, to try to set
node 2 to GND, < A2; B2 > must be set to < 1; 1 >
or < 0; 1 > (vector < 1; 0 > is equivalent to < 0; 1 >
and is also neglected in this paper). Hence, the pos-
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Table 1: The maximumdetectable bridging resistances
for di�erent test vectors

test vector Rmax Rmax

A1 B1 A2 B2 via Q1 via Q2
0010 X 612

0011 62
 X
1010 126
 X
1011 715
 X

sible values of test vector < A1; B1; A2; B2 > for the
bridging fault in Fig. 8 are < 0; 0; 1; 1>, < 0; 0; 0; 1>,
< 0; 1; 1; 1> and < 0; 1; 0; 1>.
The maximum detectable bridging resistance by dif-

ferent test vectors via outputs Q1 and Q2 are given in
Table 1, where X indicates that no functional fault is
exposed for the bridging resistance range from 0
 to
1
.

As can be seen, test vector < 1; 0; 1; 1 > and <
0; 0; 1; 0 > are the best candidates for testing via pri-
mary output Q1 and Q2 respectively in terms of the
maximum detectable bridging resistance.
The bridging fault coverage for the bridging fault con-
�guration in Fig. 8 under di�erent test vectors is given
in Table 2. As can be seen, for testing via primary out-
put Q1 in Fig. 8, the bridging fault coverage for test
vector < 0; 0; 1; 0 > (a possible choice for traditional
test vector selection strategies) is 0.
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Figure 8: Another example circuit with bridging fault.

Table 2: The bridging fault coverage for the bridging
fault con�guration in Fig. 8 under di�erent test vectors

test vector C via Q1 C via Q2
A1 B1 A2 B2

0010 0 81.4%
0011 14.8% 0
1010 27.8% 0
1011 84.3% 0

There are three test vector selection strategies. The
�rst one is called Random Strategy which selects the
�rst test vector found. The second strategy called Re-

�ned Strategy, which is based on the \Parametric Mod-
el", was proposed for realistic resistive bridging faults
[3]. The \Parametric Model" can �gure out which driv-
en gate will give better fault coverage, but it also us-
es the �rst sensitizing test vector found among several
candidates. If test vector < 0; 0; 1; 1 > is selected, for
example, the \Parametric Model" can �gure out that
testing via primary output Q1 will give better fault cov-
erage. We assume that each of the possible test vectors
has equal opportunity to be selected by the random and
re�ned test vector selection strategies. The last strat-
egy is the Optimal Test Vector Selection Strategy [33],
which can select the optimal test vector among several
candidates in terms of fault coverage. So, for the fault
in Fig. 8 the optimal strategy will �rst try to sensitize
the fault with < 1; 0; 1; 1 > and propagate to output
Q1. The �rst two test vector selection strategies su�er
from optimism. The fault coverage depends on the se-
lected test vector [33].
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Figure 9: The maximum defect resistance for di�erent
test vectors at di�erent Vdd for Fig. 8.

fault coverage for di�erent test vectors at di�erent pow-
er supply voltages via output Q1 are given in Fig. 9 and
Fig. 10 respectively, where the curves on the x-axis indi-
cate that no functional fault will be exposed at primary
output Q1 for test vector < 0; 0; 1; 0>. The fault cov-
erage for the di�erent test vector selection strategies at
di�erent power supply voltages is given in Fig. 11.
As can be seen, the maximum detectable resistance

and fault coverage at di�erent power supply voltages
depends on the selected test vector, and the random
and re�ned test vector selection strategies su�er from
optimism. But the di�erence in fault coverage between
the optimal and re�ned test vector selection strategies
become small as the power supply voltage decreases.
The random strategy is used in industry where the ex-
isting functional test set is applied at lower voltage,
obtaining a corresponding increase in fault coverage.

Note that our fault coverage estimate is for one vec-
tor, and assumes that all sensitizing vectors can be cho-
sen and that a propagation path always exists. For
complete test sets on full circuits, it may not be pos-
sible to use the best vector, but at the same time, the
fault may be detected several times, increasing the real
coverage of the random and re�ned approaches. We
are implementing our fault models in a fault simulator
to more accurately compute fault coverage.
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Figure 10: The bridging fault coverage for di�erent test
vectors at di�erent Vdd for Fig. 8.

6 Conclusions and future work
This work has shown that bridging fault coverage

and the minimum detectable time delay increase de-
pend strongly on the power supply voltage and the
testing vector selection strategies.

Since the bridging faults in CMOS circuits some-
times degrade the output voltage and time perfor-
mance without altering the logic function, the tradi-
tional models based on the normal power supply volt-
age su�er from lower fault coverage, and result in a
higher than expected reject rate. If the optimal test
vector selection strategy is used, either the fault cov-
erage can be signi�cantly increased, or a higher power
supply voltage can be used to detect bridging faults.

We believe that our approach to low voltage testing
obtains many of the bene�ts of Iddq test, but at higher
test speeds. This should reduce the number of Iddq
tests necessary to achieve a fault coverage goal. The
only requirement is to lower the power supply voltage
and the speed of test. But low voltage test speeds will
still be much faster than Iddq test speeds, since circuit
delay no more than doubles when shifting from Vdd =
5V to Vdd = 2V in complementary CMOS circuits [23].
This is con�rmed by Schmoo plots of many industrial
circuits.

Our analysis and industrial experience show that
the lower Vdd, the higher the fault coverage. This im-
plies that to make chips more low voltage testable, they
should be designed using complementaryCMOS, domi-
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Figure 11: The bridging fault coverage for di�erent test
vector selection strategies at di�erent Vdd.

no CMOS, etc., and should avoid structures such as
pass transistors, ratioed logic, etc., that involve tran-
sistor threshold drops. Many circuits already meet
these requirements, although meeting them may incur
a speed penalty. Since transistor threshold voltages
are being scaled with supply voltage, low voltage test-
ing will continue to work in the future.

We are currently investigating the 
oating gate fault
behavior at di�erent power supply voltages. We plan
to develop new realistic fault models for 
oating gates
and gate oxide pinholes to target the faults missed by
traditional test sets.
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