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Abstract

The implementation of bounded-delay services over integrated services networks relies admission
control mechanisms that in turn use end-to-end delay computation algorithms. For guaranteed-rate
scheduling algorithms, such as fair queueing, delay computation based on Cruz' service curve model
performs very well. Many currently deployed networks, be they packet-switched or ATM based, rely
on non-guaranteed-rate disciplines, most prominently FIFO and static-priority disciplines. We show
that for this class of disciplines the service curve model performs poorly. We propose the Integrated
Approach as alternative to the service curve model to cluster servers for delay computaton purposes,
and show in a series of evaluations that this new approach outperforms approaches based on the
service curve model as well as other currently used approaches.
Keywords: high-speed networks, packet switching, integrated services end-to-end de-

lay
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1 Introduction

A major challenge in the design of high-speed integrated services networks is the implementation

of a bounded-delay service, that is, a communication service with deterministically bounded delays

for all packets in a connection. In such a network, the number of connections with a bounded-delay

service requirement that can be supported is mostly determined by (i) tra�c characterizations used

to describe the tra�c of connections, (ii) the packet scheduling disciplines at each server or switch

in the network, and (iii) the accuracy of the delay analysis used for connection admission control

tests.

In order to guarantee that all the connections can meet their deadline requirements, an e�ective

and e�cient method to derive the upper bound for the end-to-end delay experienced by connection's

tra�c is needed. By a delay analysis method being e�ective, we mean that the method is able to

produce delay bounds that are relatively tight. A method that overestimates the delay bounds

reduces the utilization of the network. By e�cient, we mean that the method is simple and fast in

order to be used as part of on-line connection admission control. During the past decade, a number

of service scheduling disciplines that aim to provide per-connection performance guarantees have

been proposed in the context of high speed packet switching networks, such as Fair Queueing,

Virtual Clock, Self Clocked Fair Queueing, Stop and Go Queueing, Earliest Deadline First, Static-

Priority Scheduling, Rate Controlled Service Discipline, and SCED Scheduling. Along with these

service scheduling disciplines, various delay analysis techniques have been devised to evaluate upper

bounds for end-to-end delays experienced by connections in a network.

We can group these delay analysis techniques into two classes, depending on whether they

decompose the network into isolated servers that are analyzed separately, or whether they integrate

individual servers in the network into larger superservers. We distinguish therefore decomposition-

based from service-curve based methods. A brief description of these methods is presented as

following.

1.1 Decomposition-Based Methods

The basic idea for any decomposition-based method is to partition the the network into isolated

servers, and base the end-to-end delay analysis on the local delay analysis on the isolated servers.

First, the local tra�c is characterized on a per-connection basis at each server inside the network.

The tra�c is dependent on the source tra�c for the connection and on the delay experienced by

the tra�c at previous servers. Next, the local delay bounds are independently computed. Finally,

the upper bound for the end-to-end delay of the connection is computed as the sum of the local

delay bounds at the individual servers on the path of the connection. The fundamental approach

was proposed in [8, 9] and has been widely adopted in various forms.

Decomposition-based methods are very simple to use and are suitable for networks with arbi-

trary topology. On the other hand, they often overestimate the end-to-end delay su�ered by the

connection's tra�c and so reduce the network resource utilization. This is because this approach
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assumes that a packet su�ers the worst-case delay at every server along its path. This assumption

is conservative; while a packet may su�er the worst case delay at one server, it may not incur the

worst case delay at a successive server. It follows that some real time connections may be rejected

by a decomposition-based admission control algorithm even though the network can guarantee their

QoS requirements.

1.2 Service-Curve Based Methods

The basic idea in service-curve based methods is to �nd a representation of a sequence of servers

on the path of the connection as a single server. Successive servers are therefore integrated and de-

pendencies between delays on successive servers can be taken into account. Servers are represented

by their service curve si;k(t), which de�nes the minimum amount of service (in bits transferred)

that a server k can give to a particular connection i during time interval [0; t) [10, 5].

Cruz [10] describes how the service curve can be used to e�ectively evaluate the end-to-end

delay su�ered by a connection. Suppose that Connection i passes through m servers and the k-th

server o�ers the connection a service curve si;k(t). Furthermore, suppose that the amount of tra�c

entering the network on Connection i during time interval [0; t) is bounded by Fi(t). Then the

end-to-end delay of Connection i is bounded by

Di = max
t�0

fS
�1
i (t)� F

�1
i (t)g; (1)

where Si(t) is called as network service curve of Connection i and is de�ned as

Si(t) = minf
mX
k=1

si;k(tk) k tk � 0;
mX
k=1

tk = tg: (2)

Service curves can be used in two ways for delay computation, depending on whether scheduling

algorithms are derived from pre-de�ned service curves, or whether service curves are derived from

pre-de�ned scheduling algorithms.

Allocated Service Curve Method First, service curves are assigned to every connection at

each server. Then, the end-to-end delay bound is derived based on the source tra�c characterization

and network service curve, which can be computed from the service curves of all servers on the

path of the connection. The scheduling disciplines on the servers can be synthesized in a separate

step from the service curves that were assigned earlier. See [10, 31] for some examples.

Theoretically this method fully utilizes the network resource and can be applied to networks with

arbitary topology. However, the scheduling discipline synthesized from the service curves always

relies on a dynamic priority assignment. Therefore, the scheduling overhead is not negligible, and

will impair utilization of the network resource.

Induced Service Curve Method As opposed to the allocated service curve method, here

servers are assigned scheduling disciplines �rst. Then, service curves are derived for each server
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based on the local server scheduling discipline. Next, the network service curve is derived based

on these service curves. Finally, the end-to-end delay bound is derived based on the source tra�c

characterization and the network service curve [28].

Once the service curve is known for the scheduling disciplines in the system, delay analysis

is straightforward. Unfortunately, except for guaranteed-rate scheduling algorithms [18], deriving

service curves is very di�cult, if not impossible. This is indeed the case for static-priority (SP)

schedulers, simple earliest-deadline-�rst (EDF) schedulers, and �rst-in-�rst-out (FIFO) schedulers.

In this paper we will derive an approximation for the service curve of a FIFO server and use it to

compare the performance of a service-curve based approach with the integrated approach presented

in this paper.

1.3 Integrating Servers

As noted above, both general approaches to end-to-end computation do not work well for non-

guaranteed-rate scheduling disciplines. Decomposition-based approaches over-estimate end-to-end

delays for all disciplines by not taking into consideration self-regulating e�ects as tra�c traverses

the network on common paths. Service-curve based approaches work �ne for guaranteed-rate

disciplines, but fail for other disciplines. Indeed, we will illustrate later with an example of a chain

of FIFO servers (Section 4) that service-curve based approaches can perform substantially worse

than decomposition based ones.

In this paper we propose an integrated approach to analyze networks of non-guaranteed-rate

servers. The general approach is to determine an accurate integrated service description for a collec-

tion of servers. Similar to the network service curve described earlier, that allows for a computation

of output tra�c descriptors for connections leaving the collection of servers under consideration.

End-to-end delays can then be computed by partitioning the network into collections of servers, and

then applying a decomposition-based method collections of servers instead of individual servers,

thus greatly reducing the amount of over-estimation occuring in the delay computation.

We will describe the new delay analyis method in Section 2 on for a simple subnetwork containing

two servers. While the approach itself is generic for a large class of service disciplines, we will focus

our attention to systems with FIFO servers. In Section 3 we will apply the results of Section 2

to de�ne an algorithm for end-to-end delay computation. We provide a detailed evaluation of the

new algorithm by comparing it with a decomposition-based and a service-curve based algorithm.

Section 5 concludes the paper.

2 Integrated Delay Analysis for a Subsystem with Two Multiplex-

ors

In this section, we study a subsystem with two multiplexors, the topology for this subsystem is

illustrated in Figure 1. An integrated method for the delay analysis in this system is presented.
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Although the approach is generic in nature, we will assume that the multiplexors are use a FIFO

scheduling policy.
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Figure 1: A Subsystem with two Multiplexors.

To evaluate the worst-case delay su�ered by tra�c, the description for network tra�c is needed.

We give the following de�nitions and notations for this purpose.

DEFINITION 1 The tra�c arrival function fi;j(t) of Connection i at Server j is de�ned as the

amount of data arriving at Server j from Connection i during the time interval [0; t).

DEFINITION 2 We call function bi;j(I) the tra�c constraint function of fi;j(t) if for any t > 0

and I > 0

fi;j(t+ I)� fi;j(t) � bi;j(I): (3)

Similarly, we de�ne the amount of tra�c leaving the server as follows:

DEFINITION 3 The amount of tra�c leaving the Server j during the interval [0; t) is denoted

by Wj(t). We call Wj(t) the output tra�c function at Server j.

Referring to the two-server subsystem depicted in Figure 1, we use S12 to denote the set of

all connections that traverse both Server 1 and Server 2. We use S1 to denote the set of all

connections that traverse Server 1 only and then leave the subsystem. We use S2 to denote the set

of all connections that join the subsystem after Server 1 and traverse Server 2 only.

Throughout this paper, we will assume that the tra�c of every connection is controlled at the

source by a token bucket, that is, for i 2 S12 [ S1; j = 1 or i 2 S2; j = 2

bi;j(I) = minfI; �i + �i � Ig: (4)

2.1 Main Results

The delay at a server can be determined once the output tra�c at that server is known. The

following lemma, which was �rst presented in [1], addresses this.

LEMMA 1 For a single FIFO server j, if the aggregated arrival tra�c function Gj(t) is known,

its output tra�c function Wj(t) can be written as

Wj(t) = min
0�s�t

ft� s+Gj(s)g; (5)
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where

Gj(t) =
X
k2Sj

fk;j(t); (6)

where Sj is the set of connections that traverse Server j.

Once we know the output tra�c of a server, we also know the arrival time for the data leaving

at any particular point in time. The following lemma gives the relationship between the output

tra�c and the data arrival time.

LEMMA 2 During the time interval [0; t), if the total amount of data leaving Server j is Wj(t),

the time Hj(t) when the Wj(t)-th bit arrives at Server j is given as

Hj(t) = G
�1
j (Wj(t)): (7)

Note: Hj(t) � t.

Proof: The lemma follows from the de�nition of function Gi(t). Q.E.D

Similarly, we can formulate when the arriving data will leave the server, as the following lemma

shows.

LEMMA 3 If the total amount of data arriving at Server j during the time interval [0; t) is Gj(t),

then the Gj(t)-th bit leaves Server j at time W�1
j (Gj(t)).

Proof: The lemma follows from the de�nition of function Wj(t). Q.E.D

We can now apply these results to accurately determine the end-to-end delay su�ered by tra�c

as it traversed the two-server subsystem depicted in Figure 1.

LEMMA 4 The end-to-end delays of connections in S12 (that is, traversing both Server 1 and

Server 2) are bounded by

dS12 = max
t�0

fW
�1
2 (G2(t))�G

�1
1 (W1(t))g: (8)

Proof: During the time interval [0; t), the total amount of tra�c arriving at Server 2 is G2(t).

According to Lemma 3, the G2(t)-th bit leaves Server 2 at time W�1
2 (G2(t)). Furthermore, these

G2(t) contains W1(t) bits coming from Server 1. According to Lemma 2, the W1(t)-th bit arrives

at Server 1 at time G�11 (W1(t)). Therefore, the delay su�ered at time t by connections traversing

both servers is given as W�1
2 (G2(t))�G

�1
1 (W1(t)). So we have

dSI = max
t�0

fW
�1
2 (G2(t))�G

�1
1 (W1(t))g; (9)

Q.E.D

Unfortunately, Equation (8) is only of theoretical value. This is because it requires the knowl-

edge of internal network tra�c (in form of G2(t)). Since the only information we assume are the
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tra�c constraint functions at the sources, and the tra�c is not reshaped internally, the internal

network tra�c is di�cult, if not impossible, to describe. In order to provide a useful integrated

method for delay analysis in this subsystem, we need to deeply analyze Equation (8).

The following central theorem in this paper provides an estimation for dS12 in Lemma 4 To

streamline the presentation of the theorem, we de�ne the following auxiliary notations:

� �G1(t) =
P

i2S12[S1
bi;1(t).

� �W1(t) = min0�s�tft� s+ �G1(s)g.

� �H1(t) = �G�11 ( �W1(t)).

� F12(t) =
P

i2S12
bi;1(t).

� F2(t) =
P

i2S2
bi;2(t).

THEOREM 1 The delay su�ered by Connection 2 or Connection 3 in this subsystem is bounded

by

dS12 � max
0�s�B1

f max
B1+B2�T�s

fs+minfT � s; F12(T � �H1(s))g+F2(T � s)g�minfT; �G�11 (T )ggg; (10)

where B1 and B2 are the length of maximum busy periods on Server 1 and Server 2, respectively.

Proof: See Appendix. Q.E.D

We note that, according to Theorem 1, the end-to-end delay dS12 of connections traversing both

servers can be computed using only bounding functions for the tra�c entering the subsystem. This

eliminates the problems described earlier with Equation (8) and provides a practical method to

analyze end-to-end delays, as we proceed to describe below.

3 New Delay Analysis Algorithm

A common method to analyze the end-to-end delays su�ered by connections in networks, with or

without tra�c regulation at intermediate nodes, consists of two steps. In a �rst step, a single-server

analysis technique is developed to estimated the local worst case delay and characterize the output

tra�c, provided characterizations of all input tra�c of the server. In a second step, starting from

characterizations of all source tra�c, local delay analysis is successively performed on each server

along the path of the connection. As described earlier, the main disadvantage of this method is

that the delay dependencies in successive servers without tra�c regulation on a connection's path is

ignored. So the obtained end-to-end delay bounds are very loose and the bursts are overestimated.
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Algorithm Integrated:

Step 1: Partition the network into subnetworks, each of them consists at most of two servers..

Step 2: Chose the appropriate order for all subnetworks such that each input tra�c of (i + 1)-th

subnetwork can be estimated by all input tra�c of subsystems with order less than (i+1)-th.

Step 3: Traverse in the subnetworks in the topological ordering, performing the following steps for

each subnetwork:

Step 3.1: Compute the delay bounds su�ered by connections in the subnetwork.

Step 3.2: Estimate the output tra�c of the subnetwork.

Step 4: Compute the end-to-end delays for each connection by summing up all local delays su�ered

at every subnetwork along its path.

Figure 2: Algorithm Integrated.

3.1 A New algorithm

Equation (10) can be used as the basis for improved end-to-end analysis methods, which better take

into account delay dependencies. Algorithm Integrated, described in Figure 2, computes end-to-end

delays in a cycle-free network with FIFO servers. It �rst partitions the network into subnetworks of

one or two servers each (Step 1). It then identi�es a topological ordering of subnetworks (Step 2).

Next, it computes the local delays (Step 3.1) and the output tra�c (Step 3.2) at each subnetwork.

Finally, it determines the end-to-end delays by summing up the previously computed local delays

(Step 4).

4 Evaluation

In a suite of simulation experiments we compared the proposed new method for end-to-end delay

analysis with that of two commonly used methods ([8, 9]), which we call Algorithm Decomposed

and Algorithm Service Function. These methods were originally proposed by Cruz and adopted

in various forms by many others. We compare their performance on a network with FIFO servers

arranged in a feedforward topology. These experiments show that our new method generally com-

putes tighter bounds on end-to-end delays than the other approaches.

4.1 Experiments

We evaluate the performance of the new approach by comparing Algorithm Integrated to the delay

computation methods described by Cruz in [8, 9], which we call Algorithm Cruz. In this section,

we �rst de�ne the performance metric and then describe the system con�guration considered. The

performance results will be presented and discussed in the next section.
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Topology and Tra�c Descriptions. In our evaluation, we consider a simple tandem network

with n 3� 3 switches, which are connected in a chain. An example of such a tandem network with

In
p

u
t

In
p

u
t

In
p

u
t

In
p

u
t

In
p

u
t

In
p

u
t

In
p

u
t

In
p

u
t

In
p

u
t

In
p

u
t

In
p

u
t

In
p

u
t

O
u

tp
u

t
O

u
tp

u
t

O
u

tp
u

t

N
O

N
B

L
O

C
K

IN
G

 S
W

IT
C

H
IN

G
 F

A
B

R
IC

N
O

N
B

L
O

C
K

IN
G

 S
W

IT
C

H
IN

G
 F

A
B

R
IC

O
u

tp
u

t
O

u
tp

u
t

O
u

tp
u

t

N
O

N
B

L
O

C
K

IN
G

 S
W

IT
C

H
IN

G
 F

A
B

R
IC

O
u

tp
u

t
O

u
tp

u
t

O
u

tp
u

t

N
O

N
B

L
O

C
K

IN
G

 S
W

IT
C

H
IN

G
 F

A
B

R
IC

O
u

tp
u

t
O

u
tp

u
t

O
u

tp
u

t

In
p

u
t

O
u

tp
u

t

In
p

u
t

O
u

tp
u

t

In
p

u
t

O
u

tp
u

t

N
O

N
B

L
O

C
K

IN
G

 S
W

IT
C

H
IN

G
 F

A
B

R
IC

Figure 3: A Tandem Network.

5 switches is illustrated in Figure 3. There are 2n+1 connections in this network. Connection 0 is

the longest; it enters the network at the middle input port of the �rst switch and exits the network

from the middle output port of the n-th switch. For k = 0 to n�1, the (2k+1)-th session enters the

network by the upper input port of the k-th switch and exits the network from the upper output

port of the (k + 1)-th switch, the (2k + 1)-th session enters the network by the lower input port of

the k-th switch and exits the network from the upper lower output port of the (k + 2)-th switch.

The middle output port of each switch, excepted the �rst one, carries four connections, including

Connection 0.

In order to simplify the evaluation, we assume that every source tra�c is controlled by a token

bucket with a unit bucket size (� = 1) and the token arrival rate � = U
4
, where U is the work load

of the network. While an increase of the tra�c burstiness (larger value for �) increases the overall

end-to-end delays, our experiments indicate that it does not a�ect the relative performance of the

approaches evaluated in these experiments. In particular, increasing the tra�c burstiness has no

e�ect on the relative improvement RX;Y (de�ned below) for any pairing of methods.

Performance Metric. We quantify the performance of algorithms using two measures. One is

the end-to-end delay DC
0 (U) estimated by Algorithm X for the end-to-end delay su�ered by the

connection which travels the longest path in the network (Connection 0 in our case) under the

work load U . The other is called the relative improvement RX;Y (U), which is used to compare two

algorithms and is expressed as

RX;Y (U) =
DX
0 (U)�DY

0 (U)

DX
0 (U)

: (11)

4.2 Delay Computation

In the Appendices B and C we summarize the formulas used for the delay calculation in the

decomposition based and service-curve based approach as described in [8, 9, 10, 5, 31]. We use

these formulas to derive closed forms for the worst-case delay for Connection 0 in the topology used

in these experiments. We call the resulting delay computation algorithms Algorithm Decomposed

for the decomposed approach and Algorithm Service Curve for the service-curve based approach.
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Algorithm Decomposed We derive the worst-case end-to-end delay of Connection 0 by adding

the local delays on the servers along its path. For this, we let Ek be the local delay su�ered by

tra�c of Connection ) at Server k. In Appendix B we derive the following equations for Ek:

E1 =
2�

1� �
; E2 = �

3 � �+ 4�2

(1� �)2
; E3 = 3�+ �Ek�1 + 3�

�+ �
Pk�1

i=1 Ei

1� �
; k � 2

The end-to-end delay DD
0 for Connection 0 using Algorithm Decomposed is then obtained by adding

the local delays:

D
D
0 =

nX
k=1

Ek

Algorithm Service Curve The delay calculation in this approach is based on the de�nition for the

service curve given in Equation C.26. As we compare the performance of the various approaches for

a network with pre-de�ned servers (FIFO servers in this case), synthesizing scheduling algorithms

from pre-de�ned service curves is not viable. We must use an induced service curve approach,

where we derive the service curve from the scheduling policy used in the server. The performance

of such a method, however, greatly depends on how tight service curves can be de�ned for a given

service discipline. In Appendix C we derive an upper bound on the service curve for a FIFO server,

which in turn give raise to a lower bound for the end-to-end delay DSC
0 for Connection 0 with the

service curve method. As we derive in Appendix C, the worst case delay DS
0C is lower-bounded by

the following expression:

D0 �
2�

1� 2�
+ �

3� 2�

(1 � �)(1� 3�)
+ (n� 2)�

3� �

(1 � �)(1 � 3�)
:

It is important to emphasize at this point that the following comparisons are between upper

bounds on end-to-end delays for both Algorithm Integrated and Algorithm Decomposed, and lower

bounds for Algorithm Service Curve. The results for the performance of Algorithm Service Curve,

both in terms of end-to-end delays and in terms of relative performance, must therefore be consid-

ered as optimistic.

4.3 Numerical Results and Observations

The results of our experiments comparing the performance of the three approaches are depicted in

Figures (4), (??), and (6). Figure 4 compares the service-curve based approach to the decomposition-

based approach and illustrates how the former is not well suited (as was to be expected) for analyz-

ing non-guaranteed-rate service disciplines, in this case FIFO. As the network load increases, the

inadequacy of modeling a FIFO server with a service curve becomes evident. For larger systems,

this gets partly o�set by the compounding e�ects of summing convervative local delay bounds in

the decomposition-based approach.

From Figure 5 we see that Algorithm Integrated always outperforms Algorithm Decomposed.

Furthermore, for loads up to 80%, the performance improvement increases with growing network
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size. This is expected as Algorithm Integrated takes delay dependences within server pairs into

account.

While the performance improvement of Algorithm Integrated over Algorithm Service Curve can

be inferred by transitivity, we show a comparison in Figure 6 for illustrative purposes. The results

of this experiment show that the performance gains are signi�cant, eccept for large systems under

high load.
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5 Conclusion

In this paper, we have proposed a new method for deriving end-to-end delay bounds for connections

in tandem network, which uses a FIFO scheduling discipline. Our new method takes into account

delay dependencies in successive servers along the path of a connection, which is in general very
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di�cult for delay analysis, and achieves better performance than the method provided in [8, 9].

This can be observed through the extensive simulation experiments provided in previous section.

When servers do not have tra�c regulation mechanisms (as is the fact with all work conserving

servers), circular dependencies amond connections introduce feedback e�ects on local delays, which

in turn show up as non-linearities in the local delay calculations. For this reason, the analysis

method described in this paper is limited to sets of connections that do not generate cycles in the

network. Based on our previous work on decomposition-based analysis with feedback e�ects of

networks with both FIFO and static-priority servers ([23]), we currently working on extending the

approach proposed in this paper to general networks.

Although the integrated approach for analyzing pairs of servers presented in this paper is generic

in principle, we derived the closed form delay formulas for the FIFO service discipline (in Theo-

rem 1). We are currently extending the applicability of this approach to the static-priority discipline

by deriving the appropriate closed form solutions of the delay formulas.
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Appendix

Please note: The proofs of the theorems and the derivations of equations used in this

paper are provided in this appendix for the convenience of the Program Committee.

We understand that the conference has a page limit and do not intend to publish all

the material presented here in the proceedings if the paper is accepted. The materials

will, however, be made available as a tech report.

A Proof of Theorem 1

Proof: We only need to consider two cases.

1. Case 1: t belongs to a time interval in which busy periods of Server 1 and Server 2 do not

overlap each other. (see Figure 7).

busy period
of server 2

t t t2,2

busy period
of server 1

2,1 t1,1 1,2

t

Figure 7: Case 1.

If t 2 [t1;1; t1;2], because Server 2 is not busy, the time of the G2(t)-th bit leaving Server 2

can be evaluated as

W
�1
2 (G2(t)) � t: (A.12)

On the other hand, the time of the W1(t)-th bit arriving at Server 1 can be evaluated as

G
�1
1 (W1(t)) � t1;1 + �G1(t� t1;1): (A.13)

By using �H1(0) = 0, we have

W
�1
2 (G2(t))�G

�1
1 (W1(t))

� t� t1;1 �
�G1(t� t1;1)

let T = t� t1;1

= T � �G�11 (T )

� max
B1�T�0

fT � �G�11 (T )g

� max
0�s�B1

f max
B1+B2�T�s

fs+minfT � s; F12(T � �H1(s))g+ F2(T � s)g �minfT; �G�11 (T )ggg:
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If t 2 [t2;1; t2;2], because Server 1 is not at busy state, the delay su�ered by the tra�c of

Connection 2 or Connection 3 is bounded by

d � max
t�0

ft2;1 +minft� t2;1; F12(t� t2;1)g+ F2(t� t2;1)� tg

let T = t� t2;1

� max
B2�T�0

fminfT; F12(T )g+ F2(T )g � Tg:

� max
0�s�B1

f max
B1+B2�T�s

fs+minfT � s; F12(T � �H1(s))g + F2(T � s)g �minfT; �G�11 (T )ggg:

(A.14)

If t 2 [t2;2; t1;1], the queuing delay su�ered by Connection 2 or Connection 3 at this subsystem

is zero.

2. Case 2: t belongs to a time interval in which busy periods of Server 1 and Server 2 overlap

each other. (see Figure 8).

t

t t

busy period

t t

busy period
of server 2

t t2,1 2,2

of server 1

1,1 1,22,1 2,2

of server 2
busy period

busy period
of server 1 t

t1,1 t1,2

Figure 8: Case 2.

First, we consider the situation t1;1 � t2;1. If t 2 [t2;1; t2;2], the time of G2(t)� th bit leaving

Server 2 can be evaluated as

W
�1
2 (G2(t)) = t2;1 +G2(t)�G2(t2;1)

� t2;1 +minft� t2;1; F12(t� �H1(t2;1)) + F2(t� �H1(t2;1))g+ b4;2(t� t2;1):(A.15)

On the other hand, the time of the W1(t)� th bit arriving at Server 1 can be evaluated as

G
�1
1 (W1(t)) � t1;1 + �G�11 (t� t1;1): (A.16)

So, we have

W
�1
2 (G2(t))�G

�1
1 (W1(t))

� t2;1 +minft� t2;1; F12(t� �H1(t2;1))g+ F2(t� t2;1)� t1;1 �
�G�11 (t� t1;1)

let s = t2;1 � t1;1 and T = t� t1;1;

= s+minfT � s; F12(T � �H1(s))g+ F2(T � s)� �G�11 (T )

� max
0�s�B1

f max
B1+B2�T�s

fs+minfT � s; F12(T � �H1(s))g+ F2(T � s)g �minfT; �G�11 (T )ggg:

(A.17)
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where B is the length of maximum busy period of Server 1. If t 2 [t1;1; t2;1], this situation has

been discussed in Case 1.

Finally, we consider the situation t1;1 > t21. Similarly, if t 2 [t1;1; t1;2], we have

W
�1
2 (G2(t)) = t2;1 +G2(t)�G2(t2;1)

� t2;1 +minft� t2;1; F12(t� t2;1)g+ F2(t� t2;1): (A.18)

and

G
�1
1 (W1(t)) � t2;1 + �G�11 (t� t2;1): (A.19)

So,

W
�1
2 (G2(t))�G

�1
1 (W1(t))

� t2;1 +minft� t2;1; F12(t� t2;1)g+ F2(t� t2;1)� t2;1 �
�G�11 (t� t2;1)

T = t� t2;1; we have

= minfT; F12(T )g+ F2(T )� �G�11 (T )

� max
0�s�B1

f max
B1+B2�T�s

fs+minfT � s; F12(T � �H1(s))g+ F2(T � s)g �minfT; �G�11 (T )ggg:

(A.20)

If t 2 [t2;2; t1;2], this situation has been discussed in Case 1.

Q.E.D

B Decomposed Method

In order to compare our new method with the decomposed method, we summarize the decomposed

method discussed in [8, 9]. Assume that Server k serves n+1 connections. Similarly, let f ini;k(t) and

fouti;k (t) be the input and output tra�c functions of Connection i, and F in
i;k(t) = minft; �i;k + �i;ktg

and F out
i;k (t) be the constraint functions of input and output tra�c of Connection i, for i = 0; 1; � � � ; n.

Furthermore, we denote Ek as the local delay bound su�ered by all input tra�c at server k.

THEOREM B.2 [8, 9] The local delay bound su�ered by all input tra�c at Server k can be

evaluated as

Ek = max
t�0

f

nX
i=0

F
in
i;k(t)� tg

=
nX

i=0;i6=i�

(�i;k + �i;kX
�); (B.21)

where X� =
�i�;k

1��i�;k
= maxf

�i;k

1��i;k
ki = 0; � � � ; ng. Furthermore, the constraint function of output

tra�c of Connection i can be evaluated by F out
i;k (t) = F in

i;k(t+Ek).
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Now we use the decomposed method to study the example presented in Section 4.

For this, we assign the middle output port of the k-th switch as the k-th server in the network.

We also denote Ek as the local delay bound su�ered by all tra�c at the k-th server. Using the

above theorem, we have that

E1 = max
t�0

f3F (t) � tg

=
2�

1� �
; (B.22)

and

E2 = max
t�0

f2F (t) + 2F (t+E1)� tg

= 2�+
1 + 2�

1� �
(�+ �E1)

= �
3� �+ 4�2

(1� �)2
; (B.23)

and for k > 2

Ek = max
t�0

f2F (t) + F (t+Ek�1) + F (t+
k�1X
i=1

Ei)� tg

= 3�+ �Ek�1 + 3�
�+ �

Pk�1
i=1 Ei

1� �
: (B.24)

Therefore, the end-to-end delay bound DD
0 for Connection 0 is computed by Algorithm Decom-

posed as

D
D
0 =

k=nX
k=1

Ek: (B.25)

C Service Curve Method

In Section 1 we informally introduced the service curve model. In this section we apply this method

to derive a closed form for a lower bound on the worst-case end-to-end delay DSC
0 for Connection 0

in Section 4 using the service curve method.. We �rst derive a closed form for an upper bound on

the service curve for a FIFO server, and then apply this result to derive the upper bound on the

worst-case end-to-end delay lower bound on the worst case delay.

Let f ini;k(t) be the input tra�c function of Connection i at Server k and F in
i;k(t) = minft; ai;k +

�i;ktg be the constraint function of input tra�c f ini;k(t), and let fouti;k (t) be the output tra�c of

Connection i at Server k and F out
i;k (t) be the constraint function of output tra�c fouti;k (t).

DEFINITION C.4 [10, 5] A non-negative function si;k(t) is called the service curve of Connec-

tion i o�ered by Server kif for any time t

f
out
i;k (t) � min

0�s�t
ff

in
i;k(s) + si;k(t� s)g: (C.26)
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The service curve can be used to e�ectively evaluate the end-to-end delay su�ered by tra�c, as

described in the following theorem.

THEOREM C.3 [10] Suppose that Connection i passes through m servers and the k-th server

o�ers the connection a service curve si;k(t), k = 1; � � � ;m, and suppose that the constraint function

of the input tra�c of Connection i to the network system is Fi(t). Then the end-to-end delay of

connection i is bounded by

Di = max
t�0

fS
�1
i (t)� F

�1
i (t)g; (C.27)

where Si(t) is called as network service curve of Connection i and is de�ned as

Si(t) = minf
mX
k=1

si;k(tk) k tk � 0;
mX
k=1

tk = tg: (C.28)

Consider Server k in Figure 3 serving n+ 1 connections. Let

gk(t) =
nX
i=0

f
in
i;k(t); (C.29)

and

wk(t) = min
0�s�t

ft� s+ gk(s)g: (C.30)

LEMMA C.5 A non-negative function si;k(t) is a service curve of Connection i o�ered by Server k

if for any time t,

f
in
i;k(g

�1
k (wk(t))) � min

0�s�t
ff

in
i;k(s) + si;k(t� s)g: (C.31)

Proof: For any time t, the amount of data departing the server during [0; t) is wk(t), and

g
�1
k (wk(t)) is the time of the wk(t)-th bit arrival at the server. Since the server uses a FIFO

scheduling discipline, we know that f ini;k(g
�1
k (wk(t))) bits of data from Connection i have departed

the server during time interval [0; t). So

f
out
i;k (t) = f

in
i;k(g

�1
k (wk(t))): (C.32)

Therefore, by the de�nition, we know that if

f
in
i;k(g

�1
k (wk(t))) � min

0�s�t
ff

in
i;k(s) + si;k(t� s)g; (C.33)

then si;k(t) is a service curve of Connection i o�ered by Server k. Q.E.D

Let

�Gi;k(t) =
nX

j=0;j 6=i

F
in
j;k(t); (C.34)

and

Bi;k = max
t�0

ft k �Gi;k(t) > tg =

Pn
j=0;j 6=i aj;k

1�
Pn

j=0;j 6=i �j;k
: (C.35)
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The de�nition for service curve is very loose. For a connection, there are in�nitely many

functions that satisfy Inequality (C.26). For example, a function with zero value is a service curve

by the de�nition. In the following, we de�ne an approximation for the service curve of a FIFO

server.

THEOREM C.4 If si;k(t) is a service curve for Connection i o�ered by Server k, then si;k(t) = 0

when t 2 [0; Bi;k].

Proof: For any � > 0, if si;k(t) � �t for t 2 [0; Bi;k], let f
in
i;k(t) = minf�t; F in

i;k(t)g, we have that

f
in
i;k(t) = min

0�s�t
ff

in
i;k(s) + si;k(t� s)g: (C.36)

On the other hand, let f inj;k(t) = F in
j;k(t) for all j 6= i, it is easy to know that

gk(t) =
nX
j=0

f
in
j;k(t) =

nX
j=0;j 6=i

f
in
j;k(t) + �t � (1 + �)t; 0 � t � Bi;k; (C.37)

and

wk(t) = t; t 2 [0; Bi;k]: (C.38)

Therefore, we have that

g
�1
k (wk(t)) = g

�1
k (t) �

t

1 + �
; 0 � t � Bi;k; (C.39)

and

f
out
i;k (t) = f

in
i;k(g

�1
k (wk(t)))

� f
in
i;k(

t

1 + �
)

� �
t

1 + �

< �t

= f
in
i;k(t)

= min
0�s�t

ff
in
i;k(s) + si;k(t� s)g: (C.40)

This is a contradiction to Lemma C.6. Q.E.D

COROLLARY C.1 The service curve si;k(t) of Connection i is upper bounded by s�i;k(t), where

s
�
i;k(t) =

(
0; t � Bi;k

t�Bi;k; t � Bi;k
(C.41)

and Bi;k is de�ned in (C.35).

20



Proof: According to Theorem C.4, we have that si;k(t) = 0; for t 2 [0; Bi;k]. For t � Bi;k,

the maximum available service for Connection i during time interval [0; t) is t � Bi;k. Therefore

si;k(t) � s�i;k(t) for all t � 0. Q.E.D

In order to use the above results, we need to accurately estimate the internal network tra�c.

Following Lemma C.6 gives a tight estimation about the constraint function of output tra�c of

each connection.

LEMMA C.6 The constraint function F out
i;k (t) of output tra�c fouti;k (t) of Connection i at Server k

is lower bounded by minft; F in
i;k(t+ qi;k)g, i.e., for any t � 0,

F
out
i;k (t) � minft; F in

i;k(t+ qi;k)g; (C.42)

where

qi;k = max
t�0

f

X
j 6=i

F
in
j;k(t)� tg: (C.43)

Proof: Let t� be the time such that qi;k =
P

j 6=i F
in
j;k(t

�) � t�. Without loss of generality, we

assume that f inj;k(t) � F in
j;k(t) for t 2 [0; t�) and j 6= i, f ini;k(t) � 0 for t 2 [0; t�). After time t�, we

assume that f inj;k(t) � f inj;k(t
�) for t 2 [t�;1) and j 6= i, f ini;k(t) � F in

i;k(t � t�) for t 2 [t�;1). Since

at time t�, the queue length of Server k is qi;k, according to FIFO scheduling discipline, during

[0; t� + qi;k), the output tra�c of Connection i is zero. But after time t� + qi;k, the output tra�c

of Connection j (j 6= i) is zero. Hence

f
out
i;k (t) = minft� t

�
� qi;k; F

in
i;k(t� t

�)g; (C.44)

and

f
out
i;k (t)� f

out
i;k (t

� + qi;k) = minft� t
�
� qi;k; F

in
i;k(t� t

�
� qi;k + qi;k)g: (C.45)

Therefore we have that

F
out
i;k (t) � minft; F in

i;k(t+ qi;k)g: (C.46)

Q.E.D

Now we can approximate the service curves o�ered by servers to Connection 0 in the example

presented in Section 4.

THEOREM C.5 The service curve s0;k(t) of Connection 0 o�ered by the k-th server is bounded

by s�0;k(t), where

s
�
0;k(t) =

(
0; t � B0;k

t�B0;k; t � B0;k
(C.47)

and

B0;k �

8>><
>>:

2�
1�2�

; if k = 1

�
3�2�

(1��)(1�3�)
; if k = 2

�
3��

(1��)(1�3�)
; if k > 2

(C.48)
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Figure 9: Connections at the First and the Second Server.

Proof: According to Theorem C.4, for k = 1, we have

B0;1 = maxft k 2F (t) > tg

=
2�

1� 2�
: (C.49)

For k = 2, we know that the tra�c constraint functions for Connection 3 and Connection 4

are the same as F (t) = minft; � + �tg. Furthermore, by Lemma C.6, the constraint function of

Connection 2 is lower bounded by minft; F (t + q2;1)g, where q2;1 is the maximum queue length of

the middle output port of the �rst switch when it only serves Connection 0 and Connection 1 and

can be easy evaluated as

q2;1 = max
t�0

fF
in
0;1(t) + F

in
1;1(t)� tg

� max
t�0

f2F (t) � tg

=
�

1� �
: (C.50)

Substitute q2;1 =
�

1��
into F (t + q2;1), we have that minft; F (t + q2;1)g = minft; � + � �

1��
+ �tg.

Therefore by Theorem C.4, we obtain that

B0;2 � maxft k 2F (t) + minft; F (t+ q2;1)g > tg

=
3�+ �q2;1

1� 3�

= �
3� 2�

(1 � �)(1� 3�)
: (C.51)

For k > 2, similarly, we can obtain that

B0;k � maxft k 2F (t) + minft; F (t+ q2k�2;k�1)g > tg

=
3�+ �q2k�2;k�1

1� 3�
: (C.52)
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Figure 10: Connections at the k-th switch.

where q2k�2;k�1 is the maximum queue length of the middle output port of the (k � 1)-th server

when it only serves Connection 0, Connection (2k � 3), and Connection (2k � 4) and can be easy

evaluated as

q2k�2;k�1 = max
t�0

fF
in
0;k�1(t) + F

in
2k�3;k�1(t) + F

in
2k�4;k�1(t)� tg

� max
t�0

f3F (t)� tg

=
2�

1� �
: (C.53)

Therefore, we have

B0;k � �
3� �

(1� �)(1 � 3�)
: (C.54)

Q.E.D

According to Theorem C.4, network service curve S0(t) of Connection 0 can be estimated as

following:

S0(t) = minf
mX
k=1

s0;k(tk) k tk � 0;
mX
k=1

tk = tg

� minf
mX
k=1

s
�
0;k(tk) k tk � 0;

mX
k=1

tk = tg

=

(
0; t �

Pn
k=1Bk

t�
Pn

k=1Bk; t �
Pn

k=1Bk
(C.55)

Therefore

D
SC
0 = max

t�0
fS

�1
0 (t)� F

�1(t)g

�

nX
k=1

Bk

�
2�

1� 2�
+ �

3� 2�

(1� �)(1� 3�)
+ (n� 2)�

3� �

(1 � �)(1 � 3�)
: (C.56)
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