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Abstract 

Wireless mesh  networks have gained significant aca- 
demic and industry attentions in the recent years. Sup- 
porting quality of service in wireless mesh  networks is  
a n  important and challenging task which involves both 
medium access control and network layer design. I n  
this paper, we investigate the problem of end-to-end 
on-demand bandwidth allocation in infrastructure wire- 
less mesh  networks. W e  formulate it as a combina- 
torial optimization problem, and prove that  it is  NP- 
hard. W e  present a polynomial t i m e  2-approximation 
algorithm, M C R S ( m i n i m u m  consumption routing and 
scheduling), based o n  the concepts of consumption level 
for routing and bottom set for scheduling. Compre- 
hensive simulation results show that  M C R S  achieves 
better performance than  traditional methods based o n  
m i n i m u m  hop routing. 

1 Introduction 

WMN(Wire1ess mesh network), as a promising so- 
lution for building broadband home, community, en- 
terprise, and even metropolitan networks, has gained 
significant academic and commercial attention in re- 
cent years. A WMN consists of two types of nodes: 
mesh clients and mesh routers. Mesh clients(PDA, 
cell phone, laptop) access WMN through mesh routers. 
Mesh routers interconnect with each other to  form 
the network backbone. The network formed by mesh 
routers, called IWMN(infrastructure wireless mesh net- 
work), is the subject of study of this paper. It  is 

ing, ( c )  minimum mobility and reliable power supply: 
routers are typically fixed on building roofs or roadside 
poles. Many of the promised WMN applications such 
as video-on-demand, security surveillance, online gam- 
ing, etc depend on QoS support for end-to-end flows. 
Compared with other multi-hop ad hoc wireless net- 
works such as MANET(mobi1e ad hoc networks) and 
WSN(wire1ess sensor networks), better support of QoS 
can be achieved in IWMN since mobility and power 
efficiency are not its main c0ncerns.l 

In this paper, we study the following on-demand 
bandwidth allocation problem: when a user's end-to- 
end connection request with a specific bandwidth re- 
quirement arrives, a QoS scheme allocates available 
network resource to satisfy this request while optimiz- 
ing its bandwidth utilization such that more future re- 
quests can be satisfied. The major challenge of design- 
ing efficient bandwidth allocation schemes in IWMN 
is that it involves the cooperation of both MAC and 
network layer functions. Here, MAC is responsible 
for scheduling transmissions, that is, determining the 
specific time for each transmission to occur. Network 
layer is in charge of routing, that is, choosing the se- 
quence of wireless links that will eventually carry the 
data. Traditionally, QoS aware network layer design 
adopts minimum hop routing and its variations, such 
as shortest widest path routing[20] and widest shortest 
path routing[3]. These routing algorithms are not suit- 
able for wireless networks because they are designed for 
networks where links are physically isolated. Wireless 
links, however, are not independent from each other, 
and allocating bandwidth on one link does affect the 
available bandwidth of others. As a result, bandwidth 
allocation in IWMN involves both routing and schedul- 
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ing that have to  be solved in an integrated cross-layer 
framework. 

The on-demand end-to-end bandwidth allocation 
problem considered in this paper is strongly tied t o  two 
related problems in multi-hop wireless networks: end- 
to-end available bandwidth and capacity region estima- 
tion. End-to-end available bandwidth estimation has 
been studied in [2,12-15,211. Suppose certain amount 
of bandwidth has already been allocated to  support 
existing requests and a new end-to-end flow request 
comes, the problem is to compute the amount of avail- 
able bandwidth between the request's source and sink 
under the schedulability constraint that nodes cannot 
send and receive a t  the same time. [2] showed that 
this problem is NP-hard and [12-15,211 proposed var- 
ious heuristic solutions. They differ from our work in 
that their focus is to satisfy the need of the current re- 
quest, while ours is to  optimize bandwidth utilization 
so that more future requests can be supported. End- 
to-end capacity region estimation has been studied in 
[I,  4,5,7-9,111. The problem is to  establish a given 
set of end-to-end flow requests within the network ca- 
pacity region. In their settings, the skt of requests are 
given as a priori while in ours, requests are assumed 
to arrive one by one in an unpredictable manner. Due ' 
to  this difference, their linear programming based so- 
lution framework is not applicable to  our on-demand 
settings. 

In this paper, we present a combinatorial optimiza- 
tion formulation of the on-demand end-to-end band- 
width allocation problem in IWMN. We prove that it 
is NP-hard, and present a 2-approximation algorithm 
MCRS(minimum consumption routing and schedul- 
ing). Experiments show that MCRS significantly out- 

mentioned in the introduction, IWMN links are not 
independent from each other. Indeed, only transmis- 
sions satisfying certain schedulability constraints can 
successfully occur at the same time. The first type 
of schedulability constraint is what we call the single 
transceiver constraint: a set of transmissions can suc- 
cessfully occur at the same time only if no two trans- 
missions share a common sender or receiver. This con- 
straint is caused by the fact that each IWMN router is 
equipped with only one radio transceiver, and thus a 
node cannot transmit to  two different receivers or re- 
ceive from two different senders at the same time. The 
impact of single transceiver constraint to routing and 
scheduling is the focus of our study. The other type 
of schedulability constraint is caused by radio interfer- 
ence: a set of transmissions can successfully occur at 
the same time if the signal to  interference ratio at the 
receiver of each transmission is above a given thresh- 
old. Here, interference comprises of ambient noise and 
the combined signal of all other transmissions. Al- 
though the effect of interference is an important con- 
cern in wireless networks, it is not the focus of our 
paper and will be omitted in the following discussion. 
This simplification is based on the fact that interfer- 
ence can be dramatically suppressed with technologies 
such as directional antenna[6] and adaptive transmis- 
sion power control[l7]. Furthermore, interference can 
also be eliminated by a well-studied preprocessing step 
called dhannel assignment[lO, 18,191, which assigns in- 
terfering links to  orthogonal channels that are mutu- 
ally isolated. 

3 Problem Formulation 

performs existing minimum hop based QoS schemes. 
The IWMN under consideration is represented by 

a directed graph G = (v ,E ) ,  where V is the set of 
2 Network Model IWMN routers, and E s V x V is the set of links 

We consider an IWMN formed by a group of ho- 
mogeneous mesh routers with minimum mobility and 
reliable power supply. IWMN works on the basis 
of TDMA, where time is divided into equal length 
frames and each frame into equal length slots. Each 
router is equipped with a wireless transceiver. -411 the 
other routers that a router can directly communicate 
with(transmit to  or receive from) successfully via its 
transceiver are called its neighbors. Communication 
between two non-neighboring routers is forwarded by 
one or more intermediate routers. There is a directed 
link from a router to each of its neighbors. All the wire- 
less links between neighboring routers are assumed to 
have the same capacity. A transmission is a one hop 
communication that occurs at a particular link. As 

between them. Let e = uu E E be a link, u arid v are 
respectively called the sender and receiver of e. Given 
a node u, in(u) and out(u) respectively denote the set 
of inbound and outbound links incident on v. For two 
nodes s, d E V, an s -+ d path p is a sequence of 
adjacent links connecting s and d. If e = uv is a link 
of path p, we say u E p, u E p, and e E p. Note that 
we do not assume disk graph based network model in 
our discussion. 

The set of slots in a frame is denoted by T = 

{1,2,. . . , (TI). The k-th slot of link e is referred to 
as t:. Each t: is an atomic reservable bandwidth unit. 
Link el conflicts with e2, or el I// ea, if they share a com- 
mon sender or receiver. Notice that, el I// ez if el = e2 
by this definition. Slot t:; conflicts with tt;, if kl = k2 
and el 8 ez. Each individual slot can be in one of the 



following three states: allocated, occupied, or free. An 
allocated slot is one that is reserved t o  carry a unit of 
flow traffic. An occupied slot is one that an allocated 
slot conflicts with, hence cannot be used for data trans- 
mission. A free slot is one that is neither allocated nor 
occupied. The available bandwidth of a link is the set 
of free slots on that link. A slot is consumed if it is 
either allocated or occupied. 

The state S of an IWMN G is a triple (A, 0, F) 
where function A : E -+ T specifies the set of allocated 
slots on each link. The sets of occupied and free slots 
are specified by functions 0 and F respectively. A state 
S is conflict free if no two allocated slots conflict with 
each other. A, 0, and F are obviously related. Given G 
and 4,  0 and F can be derived from A. Therefore, only 
A is the essential component of a conflict free state. 
The total number of free slots, 

e E E  

characterizes the available network bandwidth that can 
b 

be allocated to  support users' requests. Let s -. d de- 
note a flow request between source s and sink d asking 

1 for b free slots. An s '+ d request is called a unit re- 
quest. 

b 
An s -, d flow arrangement A, is specified by an 

s -+ d path p, and b time slots to  be allocated on 
each link e of p. The set of b slots to  be allocated on 
link e E p is denoted by Ap(e). A flow arrange~nent 
A, is feasible with regard to  state S = (A, 0, F) if 
A,(e) C F(e)  for every link e of p. Notice that, if S is 
conflict free and Ap is feasible, then the new network 
state S' = (A', 0', F') after the allocation of A, is also 
conflict free. Here, A' is defined by A1(e) = A(e)UA,(e) 
for every e E p, and A1(e) = A(e) for every e $! p. 
Recall that, 0' and F' can be easily derived from A'. 
Unless explicitly declared, only feasible arrangements 
are considered in the rest of this paper. 

Given state S, the consumption set C (S , t t )  of a 
free slot t: is defined to be {tt,lt,k, E F(el) ,  e H e'), 
that is, the set of free slots that t: conflicts with. The 
consumption set of a flow arrangement A,, denoted 
by C(S,A,) is defined as UeEP C(S, A,(e)), where 

C(S, A,(e)) = U,2EAp(e) C(S, t t )  is the set of free slots 
to be consumed by allocation of A,(e). Note that, 
tk E ~ ( S , t k )  and A,(e) c C(S,A,(e)) by the above 
definition. When S is understood, C(S, Ap(e)) and 
C(S, A,) will be abbreviated as C(A,(e)) and C(Ap). 
With the above definitions and notations, we formu- 
late the end-to-end on-demand bandwidth allocation 
problem under consideration as follows. 

Problem 1 (EEOBA) Given network G7 its 

and flow rekest s 5 d, find a feasible flow arrangment 
A, if there is any, such that (C(S, Ap)17 the number of 
slots to be consumed by Ap7 is minimized. 

Theorem 1 Problem EEOBA is NP-hard. 

The proof of Theorem 1, as well as Theorem 2 in the 
next section, is omited due to space limit. Interested 
readers are refered to [16]. 

4 Minimum Consumption Routing and 
Scheduling 

4.1 An Illustrative Example 

Before getting into the detailed discussion of MCRS, 
we first use a toy network in Fig 1 to illustrate the basic 
idea of the routing sub-algorithm of MCRS. To simplify 
the discussion, we assume each frame has only one slot, 
so that establishi~lg a unit flow connection only involves 
routing. 

- 

Figure 1. A simple network 

Initially, all links are available. Suppose a unit flow 
between s and d is to  be established. Two obvious 
routing choices are: scd and suvd, of which scd is the 
one with minimum number of hops. If scd is chosen, 
then link sc and cd will be allocated, and all the links 
in out(s), i n (c ) ,  out(c) and zn(d) are to  be occupied. 
The residual network after the allocation of sc and cd is 
shown in Fig 2(a), where both sc and cd, as well as the 
links conflicting with them are left out. Similarly, the 
residual network after the allocation of suvd is shown 
in Fig 2(b). Clearly, network (a) is "less connected'' 
than (b), and hence has a poorer chance to support 
future requests. 

This simple example shows, unlike in wired net- 
works, choosing the path with minimum hops, scd in 
this case, does not necessarily lead to minimum band- 
width consumption in wireless network. A better strat- 
egy would be to  avoid choosing node with high degree, 
such as node c in Fig 1. Here, the degree of a node 
is a dynamic quantity, which keeps changing as flow 
requests are processed. For example, the degrees of c 



C @ l q :  Algorithm 1 Minimum Consumption Routing and 
Scheduling 
Input: network graph G = (V, E ) ,  state S = (A,  0, F ) ,  

dP 
6 flow request s + d 

6 Output: a feasible s -+ d flow arrangement A, if there 
(a) path scd is chosen (b) path suud is chosen is one 

Figure 2. Residual networks 

in Fig 1 and Fig 2 are different. The same observation 
can also be made from the perspective of links: choos- 
ing a link e = uv would result in lowt(u) U in(v)) links 
to be consumed, thus one would like to avoid choosing 
links with high (out(u) u in (u)  ( value in order to  reduce 
bandwidth consumption. 

The above observation is based on the assumption 
that each frame has only one slot. Algorithm MCRS in 
the next subsection further develops this idea for the 
general case where a frame has more than one allocat- 
able slots. 

4.2 Minimum Consumption Routing and 
Scheduling 

Algorithm MCRS relies on the following two con- 
cepts, assuming network G and state S = (A, 0, F) 
are given. 

Definition 1 The b-th bottom set of a link e, denoted 
by  Bb(S, e), is the set of b free slots of e with mznimum 
consumption sets if (F ( e ) J  2 b, or if IF(e)l < b. 

Definition 2 The consumption level of a free slot t!, 
denoted by  c(S, t t ) ,  is the size of its consumption set 

IC(S, t2)l. The b-th consumption level of link e, de- 
noted by  cb(S, e), is defined as IC(S, Bb(e))l if IF(e)l 2 
b, or oo if IF(e)l < b. In other words, the b-th con- 
sumption level of link e = uv is the minimum number 

b 
of slots that will be consumed to support a u 4 v POW. 

When S is understood, B6(S, e), c(S,t$), and 
cb(S, e) will be abbreviated as B6(e), c(t$), and c6(e). 
With these definitions, we present our routing and 
scheduling algorithm, MCRS, as shown in Algorithm 1. 

Basically, MCRS uses the b-th consumption level 
for routing(step 1, 2) and b-th bottom set for schedul- 
ing(step 4, 5). This method of routing and scheduling 
will hereafter be called MCR(minimum consumption 
routing) and MCS(minimum consumption scheduling) 
respectively. The flow arrangement A, is obviously fea- 
sible since B6(e) F(e) ,  thus the new network state 
after the allocation of A, is conflict free. 

1: For each e E E, compute the b-th consumption 
level cb(e) 

2: Use cb(e) as the cost of e E E to find a shortest 
s d path p by Bellman-Ford's algorithm 

3: If p does not exist or the cost of p is co, then return 
"failed", else 

4: For each link e E p, compute the b-th bottom set 

Bb(e) 
5: Let A,(e) = Bb(e), and return Ap 

The running time of algorithm MCRS is dominated 
by step 1, 2 and 4. Step 1 computes the b-th con- 
sumption level for each link e e E, which can be done 
in time O(b(EIIT() in the following two substeps. In 
the first substep, we compute the consumption level of 
every free slot as follows. For a free slot t t ,  its con- 
sumption level c(t2) = c,,(t:) + cOu t ( t~ )  + 1. Here, 
c,,(t:) and cout(tt) are the number of free slots t t , ,  
e # e', such that e and e' share the same receiver and 
sende~ respectively. The number "1" corresponds to 
slot t t  itself. Notice that,  slots t: and t:, have the 
same c,, value if e and e' share the same receiver. 
Based on this fact, the c,, value for all the free slots 
can be computed in time O(IEIITI). Similarly, the co,t 
value and hence the consumption level for all the free 
slots can also be computed in time O(IEIITI). Then in 
the second substep, we spend another O(blT1) time for 
each link e E E, that is, O(blEIITI) for all the links, 
to  find the b slots with minimum consumption levels 
for each link and compute the b-th consumption level. 
Therefore, step 1 takes time O(blEIITI) in total. Step 
2 runs Bellman-Ford's shortest path algorithm which 
takes time O(IE1 IVI). Step 4 computes the minimum 
consumption schedule for every link of the path found 
by step 2. By an analysis similar to  that of step 1, 
step 4 takes time O(blEIITI). In summary, Algorithm 
MCRS takes time O((IV1 + blTI). IEl). 

The NP-hardness of EEOBA shows that an optimal 
arrangcment cannot be found by an polynomial time 
algorithm, assuming P is not equal to NP. Neverthe- 
less, algorithm MCRS provides a solution whose cost 
is guaranteed to  be no more than twice the cost of an 
optimal solution. 

Theorem 2 MCRS is a 2-approximation algorithm. 



4.3 Stateless Variations 

As one of the two components of MCRS, MCS is 
amenable to efficient distributed implementation. The 
main task of MCS is to  compute Bb(e) for every link 
e = uv of the path p chosen by MCR. To do this, we can 
simply let u collect the state of links in out(u) u in(v), 
and compute Bb(e). In this way, the computation of 
MCS can be performed concurrently using only local 
information. 

MCR, based on Bellman-Ford's algorithm, on the 
other hand, is relatively harder to implement in an 
efficient way. A common method of implementing 
Bellman-Ford's algorithm is to  precompute and cache 
routing decisions in a table. This method may not be 
suitable for MCR because it requires up-to-date net- 
work state information, which may change frequently 
as flow requests arrive and leave. 

To address the above issue, we propose the follow- 
ing stateless version of MCR, called MCR-. Specif- 
ically, we use lout(u) U in(v)I for every e = uv E E 
instead of cb(e) as the cost function for routing. This 
idea of MCR- has actually already been illustrated 
in the example in Section 4.1. The intuition is essen- 
tially the same as that of MCR, that is, to  avoid con- 
suming "highly connected" nodes as much as possible. 
Note that, MCR- only requires the network topology 
as input, that is, it needs not to  be aware of the cur- 
rent network state. Therefore, routing decisions can be 
precomputed efficiently by distributed Bellman-Ford's 
algorithm. Stateless algorithm does not provide any 
upper bound on the amount of bandwidth to be con- 
sumed. The actual perforinance of stateless algorithm 
will be experimentally studied in Section 5. 

fix the scheduling algorithm to be MCS, and compare 
the performance of MCR and MHR, and their stateless 

versions, MCR- and MHR-. Here, MHR is acronym 
for minimum hop routing, a widely used QoS routing 
algorithm for wired networks. Note, when we speak 
of the performance of one of the four routing algo- 
rithms, we are really talking about the performance 
of its combination with MCS. For MHR, we assign a 
cost of l(one hop) t o  link e, Ye E E, if IF(e)l 5 b, or 
cm if IF(e)l > b. For MHR-, we simply let the cost 
of each link to be 1 regardless of the current network 
state. For convenience, MCR and MCR- will be col- 
lectively called min-consumption algorithms, and MHR 
and MHR- min-hop algorithms. 

5.1 Static experiment 

In the first experiment, we load the IWMN with 
static requests. Once a static flow request is accepted 
and established, it stays in the network indefinitely, 
and the allocated bandwidth is not recycled. We load 
the IWMN with 5000 such unit requests one by one, 
each ,of which is assigned a random source and sink. 
We observe thk bandwidth and delay performance, as 
well as load balancing performance for each algorithm. 

1 I 
5 Simulation Evaluation 0 1000 number 2000 of retluests 3000 4000 5000 

To evaluate the performance of our scheme, we per- 
form a series of simulations on an IWMN with 200 
routers randomly distributed in a 500 x 500 rectan- 
gular plane area. For each router, we assign a ran- 
dom(Gaussian) transmission range with mean and vari- 
ance set to 100 and 50. A router can communicate 
unidirectionally with any router within its transmis- 
sion range. The number of slots per frame is set to  
be 50. Note, although this simulation setting implies a 
disk graph based  letw work model, MCRS is designed for 
general graph models. We take this simulation design 
mainly because it is a widely adopted set up, and we 
use it as a benchmark to test performance. 

To the authors' best knowledge, no other non-trivial 
QoS routing and scheduling algorithm has been pro- 
posed in the literature. Thus, in our experiments, we 

Figure 3. Accumulated acceptance rate 

Fig 3 plots the accumulated acceptance rate, y, af- 
ter x requests are loaded, 0 < x 5 5000, that is, 
y = a(x)/x, where a(x) is the number of accepted 
requests out of the x loaded ones. As shown in this 
figure, MCR maintains a 100% acceptance rate up to 
1537 requests, while this number for MHR, MCR-, and 
MHR- is 406, 742, and 401 respectively. We take the 
point x up to which an algorithm maintains a 100% 
acceptance rate as a simple measurement of that al- 
gorithm's bandwidth performance. By this measure- 
ment, the bandwidth performance of MCR is more 
than 4 times of that of MHR in this experiment(in 
all our other experiments, the bandwidth performance 



of MCR is consistently at least 3 times that of MHR). 
It is interesting to notice that the stateless algorithm 
MCR- exhibits better performance than the stateful 
algorithm MHR. In Fig 3, both Y M C R  and Y M H R  keep 
dropping monotonously when more and more requests 
are loaded, but Y M C R  is consistently higher than Y M H R .  

In the end, MCR accepted 2511 out of 5000 requests, 
which is 17.9% more than MHR. YMCR-  and Y M H R -  

exhibit the same pattern. Interestingly, Y M C R -  falls 
below Y M H R  at x = 1000, but it ends up to be higher o 1000 2000 3000 4000 SOW 

number 01 requests than Y M H R  when x approaches 5000. 

Figure 4. Available bandwidth 

Fig 4 shows the average number of free slots per 
link, y ,  after x requests are loaded, 0 < x 5 5000. As 
expected, Y M C R  > YMCR-  > Y M H R  = Y M H R -  when x is 
small, which shows min-consumption algorithms con- 
sumes less bandwidth than min-hop algorithms when 
the same amount of requests are accepted. Here, 
Y M H R  = Y M H R -  because MHR and MHR- choose dif- 
ferent paths only after certain shortest paths are satu- 
rated. Notice that, Y M C R  < Y M H R  < YMCR-  < Y M H R -  

when x approaches 5000. This is not surprising be- 
cause as shown in Fig 3, min-consumption algorithms 
have accepted more requests than min-hop algorithms 
at this moment. Y M C R  has an abrupt turn at x = 2000. 
Before this point, Y M C R  decreases quickly and almost 
linearly as requests are loaded one by one, and after 
this point, Y M C R  begins to decrease at a very low speed. 
Similar point can be observed for Y M H R  at x = 1900, 
although the turn is less abrupt than that of IJMCR. We 
call this point the saturation point in that it roughly 
indicates the moment when the network bandwidth is 
exhausted. No obvious saturation points can be ob- 
served for YMCR-  and Y M H R - .  The existence of satu- 
ration point for stateful algorithms shows that they are 
more aggressive at bandwidth allocation than stateless 
algorithms. 

Next, we evaluate the delay performance of each al- 
gorithm, where delay is measured by the number of 

Figure 5. Accumulated average hops 

hops of the path computed for each accepted request. 
In Fig 5, We show the accumulated average hops, y ,  
after x requests are loaded, where y = Cr=l h(r)/a(x) 
with h(i) and a(x) defined as follows. If request i is 
accepted, then h(i) is the number of hops of the path 
found by each routing algorithm; if request i is rejected, 
then h(i) = 0. a(x) again is the number of accepted 
requests out of x loaded requests. At first when x is 
small,. Y M C R  > YMCR-  > Y M H R  = Y M H R - .  This indi- 
cates that min-hop based algorithms have better delay 
performance than min-consumption based algorithms, 
which conforms to their design objective to reduce de- 
lay. Here, Y M H R  = Y M H R -  is again because MHR and 
MHR make the same routing decision when no path 
is saturated. When more requests are loaded, more . 
and more min-hop paths are saturated, and MHR is 
forced to pick sub-shortest paths. This is why Y M H R  

keeps increasing until it reaches a peak at the satura- 
tion point of x = 1900. After that, Y M H R  begins to  keep 
dropping, because when the network becomes more and 
more saturated, it is only capable of supporting shorter 
and shorter requests. In comparison, Y M C R  maintains 
a value of around 3.4 up to the saturation point of 
x = 2000. After that, YMCR starts to  keep dropping 
(although still higher than yMHR) .  The reason that 
Y M C R  does not follow the climbing-descending pattern 
as that of Y M H R  is because MCR is better at load bal- 
ancing(to be further illustrated shortly): when a short 
path is saturated, so are the longer ones. Finally, just 
as MHR versus MCR, the delay performance of MHR- 
is always better than that of MCR-. No hill climbing 
is observed for both YMCR-  and Y M H R -  because they 
are stateless: no longer paths are tried when shorter 
ones are saturated. 

To study the load balancing abilities of min- 
consumption and min-hop algorithms, we examine the 
network for each algorithm after the first 1000 requests 
are loaded, as shown in Fig 6. Here, 1000 is an arbi- 
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Figure 7. Distribution of available link band- 
width after 1000 requests 

Figure 6. Residual networks after 1000 re- 
quests 5.2 Mixed experiment 

trarily chosen number. We performed the same studies 
for operation points other than 1000, and all the stud- 
ies produced similar results. In Fig 6, we use dark- 
ness to indicate the amount of available bandwidth of 
each link. The darker a link is, the more bandwidth 
is available. From the figure we can see that the avail- 
able bandwidth distributions of network (a) and (c) 
are more uniform than those of (b) and (d). This is 
because min-hop algorithms choose the shortest path 
for each request. Since the source and sink node of 
each request is random, the nodes sitting at the cen- 
ter of the network are more likely to be loaded first. 
This is not the case for min-consumption algorithms, 
however, because they do not particularly favor short 
paths. 

Fig 7 plots the bandwidth distributions of the four 
networks in histograms. That is, this figure plots 
y = d(x) for each algorithm, where d(x) is the number 
of links with x available slots, 0 5 x 5 50. In the four 
networks, the bandwidth spectrum of the MCR net- 
work is the narrowest. More accurately, the variances 
for MCR, MHR, MCR-, and MHR- are 4.16, 14.83, 
9.80, and 14.15 respectively, which shows that the load 
balancing abilities of min-consumption algorithms are 
significantly better than min-hop algorithms. 

In this experiment, we consider both static and dy- 
namic requests. Dynamic flows have limited life-time. 
After they expire, the allocated bandwidth can be re- 
cycled to  support other new flows. The arrival time of 
each dynamic request is modeled as a Poisson process, 
where the average inter-arrival time is set to 0.5 sec- 
ond. The life-time of a dynamic flow is modeled as a 
random variable with uniform distribution from 0 t o  5 
seconds. We first load the network with 1000 static unit 
requests, and then another 4000 dynamic unit requests. 
We perform 15 such experiments, each with a randomly 
generated network with the same parameters as those 
of the static experiment, and a set of mixed static and 
dynamic requests. Fig 8(a) shows the acceptance ratio 
of the 4000 dynamic requests for each of the 15 experi- 
ments. Fig 8(b) shows the average number of hops for 
the 4000 dynamic requests for each of the 15 exper- 
iments. Results confirm again that min-consumption 
algorithms have better bandwidth performance while 
min-hop algorithms have better delay performance. 

6 Conclusion and Future Work 

In this paper, we study the problem of end-to- 
end on-demand bandwidth allocation in infrastructure 
wireless mesh networks. We prove that this prob- 
lem is NP-hard and propose a 2-approximation algo- 
rithm, MCRS. Our scheme exhibits better bandwidth 
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Figure 8. Mixed experiment 

efficiency t h a n  traditional methods in simulations. 
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