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I. Introduction

Given a graph G = (V, E) whose edges have lengths, we
denote the distance between two vertices u and v by d(u, v).
For any vertex u ∈ V and any real number r, we define N(u, r)
as the set of vertices within distance r from u. We study the
following problem in this paper:

Definition 1: The Memory Allocation Problem
INSTANCE: A graph G = (V, E). Every edge e ∈ E has

a length l(e). Every vertex v ∈ V is associated with a set
R(v) = {(ri(v), ki(v))|1 ≤ i ≤ nv}, which is called the ‘re-
quirement set ’ of v. Each vertex v ∈ V is also associated with
a parameter Wmin(v), which is called the ‘minimum mem-
ory size’ of v, and a parameter Wmax(v), which is called the
‘maximum memory size’ of v.

QUESTION: How to assign a number w(v) (Wmin(v) ≤
w(v) ≤ Wmax(v)) to each vertex v ∈ V , with the value of∑

v∈V
w(v) minimized, such that for any vertex u ∈ V and

for 1 ≤ i ≤ nu,
∑

v∈N(u,ri(u))
w(v) ≥ ki(u)? (Here w(v)

is called the ‘memory size of v’. A solution to this memory
allocation problem is called an optimal memory allocation.)

COMMENTS: In the definition of this problem, both l(e)
and ri(v) are non-negative real numbers, and ki(v), Wmin(v),
Wmax(v), and w(v) are all non-negative integers. 2

The memory allocation problem is a sub-problem of a file
storage scheme we propose, which bounds file-retrieving delays
in a heterogeneous information network, under both fault-free
and faulty circumstances. (For details, see [1].)

II. Main Results

In the rest of this paper, we assume G = (V, E) is a
rooted tree, and assume for any v ∈ V and for 1 ≤ i ≤ nv,∑

u∈N(v,ri(v))
Wmax(u) ≥ ki(v) — so a feasible memory allo-

cation solution exists. For any vertex v ∈ V , let Des(v) denote
the set of descendants of v. A set {w(v)|v ∈ V } is called an
optimal memory basis if there exists an optimal memory al-
location for the tree G = (V, E) which assigns memory size
wopt(v) to every vertex v ∈ V , such that for any v ∈ V ,
Wmin(v) ≤ w(v) ≤ wopt(v).

Lemma 1 u1 is a child of u2 in the tree G = (V, E). And
{w1(v)|v ∈ V } is an optimal memory basis. Assume the fol-
lowing conditions are true for the memory allocation problem:
for any vertex v ∈ Des(u1), the ‘requirement set’ R(v) = ∅;
R(u1) has an element (r, k), namely, (r, k) ∈ R(u1).

We define S1 as S1 = N(u2, r − d(u1, u2)), and define
S2 as S2 = N(u1, r) − S1. We compute the elements of a
set {w2(v)|v ∈ V } in the following way (step 1 to step 3):
Step 1: for all v ∈ V , let w2(v) ← w1(v). Step 2: Let
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X ← max{0, k − ∑
v∈S1

Wmax(v) − ∑
v∈S2

w1(v)}, and let
C ← S2. Step 3: Let v0 be the vertex in C that is the clos-
est to u1—namely, d(v0, u1) = minv∈C d(v, u1); let w2(v0) ←
min{Wmax(v0), w1(v0)+ X}; let X ← X − (w2(v0)−w1(v0)),
and let C ← C − {v0}; repeat Step 3 until X equals 0.

Then the following conclusion is true: {w2(v)|v ∈ V } is
also an optimal memory basis. 2

Lemma 2 u1 is a child of u2 in the tree G = (V, E).
And {w0(v)|v ∈ V } is an optimal memory basis. As-
sume the following conditions are true for the memory al-
location problem: for any vertex v ∈ Des(u1), the ‘require-
ment set’ R(v) = ∅; for any element in R(u1)—say the
element is (r, k)—we have

∑
u∈N(u2,r−d(u1,u2))

Wmax(u) +∑
u∈N(u1,r)−N(u2,r−d(u1,u2))

w0(u) ≥ k.

We compute the elements of a set {R̂(v)|v ∈ V } in the fol-
lowing way (step 1 and step 2): Step 1: for all v ∈ V , let
R̂(v) ← R(v). Step 2: let (r, k) be an element in R̂(u1); if∑

v∈N(u1,r)
w0(v) < k, then add an element (r−d(u1, u2), k−∑

v∈N(u1,r)−N(u2,r−d(u1,u2))
w0(v)) to the set R̂(u2); remove

the element (r, k) from R̂(u1); repeat Step 2 until R̂(u1) be-
comes an empty set.

Let’s call the original memory allocation problem, in which
the ‘requirement set’ of each vertex v ∈ V is R(v), the ‘old
problem’. We derive a new memory allocation problem—
which we call the ‘new problem’—in the following way: in
the ‘new problem’ everything is the same as in the ‘old prob-
lem’, except that for each vertex v ∈ V , its ‘requirement set’ is
R̂(v) instead of R(v), and its ‘minimum memory size’ is w0(v)
instead of Wmin(v). Then the following conclusions are true:
(1) The ‘new problem’ has a solution (an optimal memory
allocation). (2) An optimal memory allocation for the ‘new
problem’ is also an optimal memory allocation for the ‘old
problem’. 2

Based on Lemma 1 and Lemma 2, we present an algorithm
of complexity O(q|V |3) which finds an optimal memory alloca-
tion for a tree network G = (V, E), where |V | is the number of
vertices and q is the average cardinality of a requirement set,
namely, q = 1

|V |
∑

v∈V
|R(v)|. When Wmax(v) = ∞ for ev-

ery v ∈ V , an algorithm of complexity O(q|V |2) is presented,
solving the same problem. A third algorithm of complexity
O(q|V |3log(Y − X

|V | )) is presented, which finds a solution that
minimizes the greatest memory size of single nodes, among all
the optimal memory allocations. Here Y is the greatest mem-
ory size of single nodes in some optimal memory-allocation
solution, and X is the total memory size in that solution. For
an extended version of this paper, please see [1].
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