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A file storage scheme is proposed for networks containing heterogeneous clients. In the scheme,
the performance measured by file-retrieval delays degrades gracefully under increasingly serious
faulty circumstances. The scheme combines coding with storage for better performance. The prob-
lem is NP-hard for general networks; and this article focuses on tree networks with asymmetric
edges between adjacent nodes. A polynomial-time memory-allocation algorithm is presented, which
determines how much data to store on each node, with the objective of minimizing the total amount
of data stored in the network. Then a polynomial-time data-interleaving algorithm is used to de-
termine which data to store on each node for satisfying the quality-of-service requirements in the
scheme. By combining the memory-allocation algorithm with the data-interleaving algorithm, an
optimal solution to realize the file storage scheme in tree networks is established.
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1. INTRODUCTION

A file shared by many distributed clients can be replicated in the network
to improve performance, and the file can be stored in the form of an error-
correcting code. Let’s use (IV, ¢) code to denote an error-correcting code that
consists of N symbols and can correct ¢ erasures—in other words, any N — ¢
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symbols can be used for decoding the codeword. Given a file, we can encode it
with an (N, ¢) code, and distributively store replicas of the N symbols of the
codeword in the network. Then each client can recover the file by retrieving any
N — ¢ different symbols.

The most common practice of file storage, where every node of the network ei-
ther stores the entire file in its original form or none of it, is a topic that has been
studied in depth [Dowdy and Foster 1982]. It includes median or center types
of schemes that minimize the average or maximum file-access cost [Hochbaum
and Shmoys 1985; Kalpakis et al. 2001], dynamic replication schemes based on
estimated temporal data-access statistics (e.g., caching [Wang 1999]), on-line
algorithms that optimize the file-access performance against the worst future
events [Borodin and El-Yaniv 1998], etc. In those schemes, the file can be seen
as encoded with a (1, 0) code, so they are a special case of the more general file-
storage model where files are stored in the form of error-correcting codes. There
also exist schemes using file segmentation [Mahmoud and Riordan 1976], where
a file is split into chunks and the chunks are stored distributively, which can
be seen as using a (k, 0) code (for some integer k). Error-correcting codes have
played a more important role in disk-storage systems and server clusters—such
as RAID [Patterson et al. 1988] and DPSS [Malluhi and Johnston 1998]—where
files are stored using nontrivial error-correcting codes, but there the concept of
network is not significant. Works that study the general problem of combining
network file storage with error-correcting codes include the important article by
Naor and Roth [1995]—which studied how to store a file using error-correcting
codes in a network such that every node can recover the file by accessing only
the codeword symbols on itself and its neighbors, with the objective of minimiz-
ing the total amount of data stored—and a few other results [Jiang and Bruck
2003b, 2005; Jiang et al. 2004]; however, other than those, research in this field
has been very limited.

Error-correcting code is a more general way to express a file than the file
itself. Therefore, it brings us the flexibility of finding file-storage solutions with
better performance.

In this article, we study file storage in networks containing heterogeneous
clients—clients that have different quality-of-service requirements on file re-
trieval. We model a network as a directed graph G = (V, E), and use (¢, v) to
denote a directed edge from vertex u to vertex v. Each edge (u, v) € E has a posi-
tive length [ (u, v). We use d (v — v) to denote the length of the shortest directed
path fromu € V tov € V, and call it the distance from u to v. For a vertexv € V
and a real number r, we define N'(v,r) as the set of vertices whose distance
to v is less than or equal to r, namely, N(v,r) = {ujlu € V,d(@u — v) <r}. We
encode a file with an (IV, ¢) code, and store replicas of the N codeword symbols
on the vertices of the graph. Every vertex is a client that requests the file; at the
same time, it can be used to store some codeword symbols. We use Wy,.x(v) to
denote the maximum number of codeword symbols that can be stored on vertex
v € V, and call it the memory capacity of v. If a vertex v retrieves codeword
symbols from a set S C V of vertices, then we call max,.s d(u — v) the file-
retrieval delay of v. (So here the length of a path is interpreted as the delay of
transmitting data over that path.)
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We allow every vertex to specify a delay that it can tolerate for retrieving
N — ¢ different codeword symbols for its file reconstruction. If some of the stored
data becomes inaccessible (e.g., because of data loss or processors’ being busy),
then a vertex needs to retrieve codeword symbols from a larger area. It is de-
sirable that the number of distinct codeword symbols within a distance from a
vertex grows steadily when that distance increases—so that the file-retrieval
delay will degrade gracefully when more and more symbols become inaccessible.
We let each vertex specify the number of distinct codeword symbols that should
exist within each specified distance, and we allow different vertices to have dif-
ferent such requirements. As a result, we get a file-storage scheme accommo-
dating the varied quality-of-service requirements of clients, which has graceful
performance degradation under increasingly serious faulty circumstances.

The problem studied in this article is formally defined as follows.

Definition 1.1. The File Storage Problem

Instance: A directed graph G = (V, E), and a codeword of N symbols. Every
edge (u,v) € E has a positive length I(u,v). (((u,v) is a real number.) Every
vertex v € V is associated with a set R(v) = {(r;(v), k;(v))|1 < i < n,}, which
is called the requirement set of v. Each vertex v € V is also associated with a
nonnegative integer Wy,x(v), which is called the memory capacity of v.

Question: How to assign w(v) codeword symbols to each vertex v € V, such
that for every vertex u € V and for 1 <i < n,, the vertices in the set A (u, r;(u))
together have at least %;(u) distinct codeword symbols? Here w(v) < Wpax(v)
for all v € V. w(v) is called the memory size of v. A feasible solution to this
problem that minimizes the total number of codeword symbols stored in the
graph, ) _y w(v), is called an optimal solution.

Comments: Each element in a requirement set R(v) is a pair of numbers,
written in the form (r, k). r;(v) is a nonnegative real number. %;(v), n,, Wiyax(v),
and w(v) are all nonnegative integers. n, denotes the number of requirements
that v has.

The file storage problem defined above is NP-hard for general graphs, be-
cause the NP-complete dominating set problem [Garey and Johnson 1979] can
be reduced to it. In this article, we study the case where the graph G = (V, E)
is a tree. We assume G has asymmetric edges, which means that, for any two
adjacent vertices, the two directed edges of opposite directions between them
do not necessarily have the same length. Below is an example of such a file
storage problem.

Example 1.1. A tree G with asymmetric edges is shown in Figure 1, where
the number beside each edge is its length. The parameters N, R(v), and Wy, (v)
(for every vertex v) are as shown. (So here n,, =2,n,, =ny, =--- =ny, = 1.)

Let’s use integers 1, 2, ..., 12 to denote the 12 codeword symbols. Then one
feasible solution is as follows: assign w(vy) = 3 symbols—({1, 2, 3}—to vy, as-
sign w(vg) = 3 symbols—{9, 10, 11}—to vg, assign w(vs) = 0 symbol to vg,
assign w(vy) = 5 symbols—{4, 5,6, 7, 8}—to vy, assign w(vs) = 7 symbols—
{1,2,3,9,10, 11, 12}—to vs, assign w(veg) = 0 symbol to vg. We claim without
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N=12
R(VI)={(1.0,7),(12,11)} W _(Vvi)=3
R(V2)=1{(1.2,5)} W_(V2)=5
R(V3)={(13,5)} W (V3)=6
R(Va)=1{(0.6,5)} W (Va=5
R(Vs)={(1.6,12)} W _(Vvs)=10
R(Ve)=1{(1.0,3) } W (Ve =8

max

Fig. 1. An example of the file storage problem.

proof that that solution is optimal, because it minimizes the value ) _, w(v);
readers can verify that the claim is true.

The example here is a simple one. In general, a vertex can have much more
than one or two requirements.

Trees are often used as embedded networks or backbone networks in real
systems. In those networks, the cost (such as delay) of transmitting data from
one node to another is often not the same as the cost of transmitting data in
the opposite direction. Trees with asymmetric edges take that fact into consid-
eration. They include undirected trees as a special case.

Finding a solution to the file storage problem has two steps: deciding how
many codeword symbols to assign to each vertex, which we call memory alloca-
tion, and deciding which codeword symbol to assign to each vertex, which we
call data interleaving. If G is a general graph, these two steps usually depend
on each other. However, we will show that when G is a tree, memory allocation
and data interleaving can be solved separately.

The rest of the article is organized as follows. Sections 2 and 3, respectively,
present a memory-allocation algorithm (Algorithm 2.1) and a data-interleaving
algorithm (Algorithm 3.1), both of polynomial time complexity. The combination
of those two algorithms yields an optimal solution to the file storage problem,
and that result is shown in Section 4. Section 5 presents concluding remarks.
Appendix A presents the pseudocode of Algorithm 2.1, Appendix B presents
the proof of and complexity analysis for Algorithm 2.1, Appendix C presents
the algorithm for the memory-allocation problem without an upper bound for
memory sizes (Algorithm C.1), and Appendix D discusses the complexity of the
data-interleaving algorithm (Algorithm 3.1).

2. MEMORY ALLOCATION

2.1 Definition of the Problem
We define the memory-allocation problem as follows.
Definition 2.1. The Memory-Allocation Problem.

Instance: A tree G = (V, E) with asymmetric edges, and a positive integer
N. Every edge (u,v) € E has a positive length [(u,v). Every vertex v € V
is associated with a set R(v) = {(r;(v), k;(v))|]1 < i < n,}, which is called the
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requirement set of v. Each vertex v € V is also associated with a nonnegative
integer Wy.x(v), which is called the memory capacity of v, and a nonnegative
integer Wy, (v), which is called the memory floor of v. (Here Wiyin(v) < Wpax(v).)

Question: How to associate an integer w(v) with each vertex v € V, such
that for every vertex u € V and for 1 <i < n,, ZUEN(uJi(u»w(v) > k;(u)? Here
Whin(®) < w() < Whax() for all v € V. w(v) is called the memory size of v. A
feasible solution to this problem that minimizes the value ), _ w(v) is called
an optimal solution.

Comments: All the parameters above—except the new parameter W;,(v)—
have the same meaning as in the file storage problem (Definition 1.1). So we
omit defining their allowed ranges of values.

The memory-allocation problem has one generalization compared to the file
storage problem—an integer W,;,(v), instead of the constant 0, is set to be the
lower bound for the memory size of v. Other than that, the memory allocation
problem is a simplification of the file storage problem—instead of requiring that
there are at least k;(v) distinct codeword symbols stored on the vertices in the set
N (v, r;(v)), the memory allocation problem just requires at least k;(v) codeword
symbols (whether they are the same or not) to be stored there. Clearly, in the
case where Wyn(v) = 0 for all v € V, if an optimal solution to the memory
allocation problem assigns the integer w(v) to vertex v, then ) _, w() is a
lower bound for the total number of codeword symbols stored in the tree in any
feasible solution to the file storage problem. In later sections, we will show that
in fact, storing ), .y w(v) codeword symbols is also sufficient.

We assume in the rest of the article that for every vertex u € V and for 1 <
U< Ny D e Ny Wmax(V) > ki(w), because that is the necessary and sufficient
condition for there to exist a solution to the memory allocation problem.

2.2 Memory-Allocation Algorithm

We see one of the vertices of the tree G as its root, and denote it by v, . For any
two vertices v; and vg, we say “v; is a descendant of ve” or “vg is an ancestor of v1”
if vg # v1 and vg is on the shortest path from the root to v;. We say “v; is a child
of vy” or “vg is the parent of v,” if v; and ve are adjacent and v, is a descendant
of ve. For any vertex v € V, we use Des(v) to denote the set of descendants of v.

For any set S, we use |S| to denote its cardinality. For any two sets S and
T, S — T denotes the set of elements that are in S but not in 7. For any two
variables a and b, a < b means to make a be equal to b (in other words, it
means to assign the value of b to a).

We present below a memory-allocation algorithm that uses the technique
of searching the tree from its leaves toward its root. Similar techniques have
been used in several articles [Kariv and Hakimi 1979; Slater 1976] to solve the
domination problem.

Definition 2.2. An Optimal Memory Basis.

Aset {w(v)|v € V}is called an optimal memory basis if there exists an optimal
solution to the memory allocation problem which assigns the integer w,:(v) to
every vertex v € V, such that for every vertex v € V, Wyin(v) < w(v) < wop(v).
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The following lemma shows how, given an optimal memory basis {w1(v)jv €
V'}, one can derive a new optimal memory basis {we(v)|lv € V'} that dominates
{w1(v)|lv € V}—meaning that for every v € V, wo(v) > w1 (v).

LEmMma 2.1. In the memory allocation problem, let ui be a child of us in the
tree G = (V,E). Let {w1(v)lv € V} be an optimal memory basis. Assume the
following condition is true: for every vertex v € Des(uy), its requirement set
R(v) = 0; R(u1) contains an element (r, k), namely, (r,k) € R(uq).

Define S1as S1 = N(ug,r —d(ug — u1)), and define Se as So = N(uq,r)—S1.
We compute the elements of a set {wa(v)lv € V} through the following three
steps:

Step 1: for all v € V, let we(v) < w1(v).
Step 2: Let

X <« max {O,k - Z Wax(v) — Z w1(0)} ,

veS; veSy

and let C < Ss.

Step 3: Let vy be the vertex in C that is the closest to u;—namely, vy € C
and d(vg — u1) = minyecd (W — uy). Let wo(vg) < min{Wp.x(vo),
w1(vg) + X} Let X < X — (wse(vg) — w1(vy)), and let C < C — {vy}.
Repeat Step 3 until X equals 0.

Then the following two conclusions are true:

(1) {we(v)|lv € V}is an optimal memory basis, and {we(v)|v € V} dominates the
optimal memory basis {w1(v)|v € V};

(2 ZveSl Wmnax(v) + ZUESZ LUQ(U) > k.

Proor. It is not difficult to see that the second conclusion is true. And it is
simple to see that {ws(v)|v € V} dominates the optimal memory basis {w;(v)|v €
V1. So below we just need to prove that {was(v)lv € V} is an optimal memory
basis.

The following two statements are clearly true:

STATEMENT 1: S USg = N(u1,r), and S; N Sg = @.

STATEMENT 2: For any v € Sy, Wipin(v) < w1(v) < we(v) < Whax(v). For any
v eV =8z, Wnin() <wi1(v) = wa(v) < Wiax(v). And ) oy wa(v)— > oy w1(v) =
max{O, k— Zvesl Wmax(v) - ZUGSZ wl(v)}-

{w1()lv € V} is an optimal memory basis. So there exists an optimal so-
lution to the memory allocation problem that assigns memory size wop:(v)
to every vertex v € V, such that wi(v) < wey(v) for any v € V. We know
ZveN(ul,r) wOPt(U) =z k. Since Zve./\f(ul,r) wOPt(U) = ZveSl wOPt(U) + ZveSz wOpt(v) =
2_ves; Wmax(V) + 3 g, Wopi(0), We get 3, g, Wopr (V) = k — 35, Wmax(v). By
STATEMENT 2, }_,c5, W2(V) = 3 c5, W2(V) + 3oy s, wov) — 3y ey g, w1(v) —
ZveSz wi1) + ZveSz wiv) = ZveV wa(v) — ZveV w1() + Zve& wi1w) =
max{0, & — ZveSl Wnax(v) — ZUESQ w1(v)} + ZUESQ w1(v) = maX{ZUESQ w1(v), k—
Zvesl Whax(v)}. So ZveSz wopt(v) = ZUESZ wa(v).
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Let’s compute a set {w,(v)|v € V} through the following three steps:
Step 1:forallv € V -8y, let w,(v) <— wop:(v). For allv € Sy, let w,(v) < w1(v).
Step 2: Let Y « g wopt(v) = 3,5, w1(v), and let C « Ss.

Step 3: Let vy be the vertex in C that is the closest to u;—namely, vy € C and
d(y — u1) = miny,ecd — uq). Let w,(vg) < min{Wyax(vo), wi(vg) + Y ). Let
Y <Y —(w,(vg) —wi(vyg)), and let C < C —{vy}. Repeat Step 3 until Y equals 0.

From the above three steps, it is simple to see that the following must be true:
foranyv € V,w,(v) > wo(v); foranyv € V — 8o, wo(v) = wop: (v); for any v € Sy,
Wmin(®) < wo(®) < Whax(); ZUEV wo(v) = ZUGV wOPt(v)? and ZUGSz wo(v) =
2 ves, Wopt (). It is simple to see that the following must also be true: if there
exists a vertex v; € Sy such that w,(v1) > w1(v1), then for any v € Sy such that
d — u1) <dW1 — u1), wo(v) = Whax(v); if there exists a vertex vs € Se such
that w,(vg) < Whax(ve), then for any v € Sy such that d(v — uy) > d(e — uy),
wo(v) = w1(v). Therefore for any real number L, if we define @ as @ = {v|v €
Sg,d(v — u1) < L)}, then Y- o wo(v) > 3~ o Wopt (V)

Let vg € V be any vertex such that R(vy) # @, and let (ro, k9) be any el-
ement in R(vg). Clearly vy ¢ Des(uq). Since Sg € Des(u1) U {u1}, N(vg,rg) =
{vlv € N(vo,re),v ¢ So} U {vjv € N(vg,re),v € S} = {vlv € N(vg,ro),v ¢
Sol U {vlv € Sg,dlv — wvg) < ro} = {vlv € N(vg,ro),v ¢ So} U {vjv €
So,d(v — u1) < ro—d@wr — vo)}. So Zue./\/(vo,ro)wo(v) > ZUE./\/(vo,ro)wopt(v)'
Clearly ), cnioo.ro) Wopt (V) = ko. S0 Y- nrwy o) WoU) > ko. Since 3y w,(v) =
Y vev Wopt (), the memory-allocation solution that assigns memory size w,(v) to
every vertex v € V is an optimal solution to the memory-allocation problem.

We have known that for anyv € V., Wy,in(v) < we(v) < w,(v). So {we(w)|v € V}
is an optimal memory basis. O

The following lemma shows how, given a memory-allocation problem, one
can derive a new memory-allocation problem by modifying the requirement sets
and memory floors, such that an optimal solution to the new problem is also an
optimal solution to the original memory-allocation problem, and what’s more,
more vertices in the new problem have empty requirements sets than in the
original problem (therefore the new problem is easier to solve).

Lemma 2.2. In the memory-allocation problem, let uy be a child of us in
the tree G = (V,E). Let {wo(v)lv € V} be an optimal memory basis. Assume
the following conditions are true: for every vertex v € Des(uy), its requirement
set R(v) = @; for every element in R(ui)—say the element is (r, k)—we have
Zve/\/’(uz,r—d(uzeul)) Winax(v) + ZveN(ul,r)—/\/(uz,r—d(uz—>u1)) wo(v) > k.

We compute the elements of a set {R(v)|v € V'} through the following two steps:

Step 1: for allv € V, let R(v) < R(v).

Step 2: let (r, k) be an element in R(uy). If > veN(uy,n Wov) < k, then add an
element (r —d(uz — 1),k = DNy ) Nugir—d(us—uy) W) to the set R(uy).
Remove the element (r, k) from R(up). Repeat Step 2 until R(u;) becomes an
empty set.
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Let’s call the original memory-allocation problem, in which the requirement
set of each vertex v € V is R(v), the old problem. We derive a new memory
allocation problem—uwhich we call the new problem—in the following way: in
the new problem everything is the same as in the old problem, except that for
each vertex v € V, its requirement set is R®) instead of R(v), and its memory
floor is wy(v) instead of Win(v).

Then the following two conclusions are true:

(1) the new problem has a feasible solution;

(2) an optimal solution to the new problem is also an optimal solution to the old
problem.

Proor. It is not difficult to see that the first conclusion is true. Below we
prove the second conclusion through two steps: first, we prove that an optimal
solution to the new problem is a feasible solution to the old problem; then, we
prove that an optimal solution to the new problem assigns the same total mem-
ory size to the vertices of the tree as an optimal solution to the old problem does.

Consider an optimal solution to the new problem that assigns memory size
Wopt(v) to each vertex v € V. Let 0 € V be any vertex such that R(D) # ¢,
and let (7, k) be any element in R(%). Either (7,k) € R(@) or (7,k) ¢ R(®). If
(7,k) € R(®), then clearly 3",y 5 Wopt(w) > k. Now consider the case where
(7,k) ¢ R(). Clearly in this case & = u1, and either Y,y Wwow) > k, or
Y ueNupr Wo) < k. IE Y i,y Wow) = k, since top (u) > wo(u) for anyu € V,
we have ZMGN(W) Wopt (U) > k. We define S; as S; = Nua, 7 — d(uy — uy)),
and define Sy as Sz = N(uy,7) — S1. Then if )~ . 5 wow) < k, it is simple
to see that (F — d(ug — u1),k — Y ,cq, wow)) € R(us). S0 Y,y ) Wopt (W) =
D ues, Wopt (W) + Y g, Wopt (@) =k — Y g wow) + Y, g, Wopt(w) > k. Therefore
> uenior) Wopt(w) > k in all cases. Therefore, an optimal solution to the new
problem is a feasible solution to the old problem.

{wo(v)lv € V} is an optimal memory basis for the old problem. So there
exists an optimal solution to the old problem that assigns memory size wop:(v)
to each vertex v € V, such that for any v € V, wo(v) < wop:(v).

We compute the elements of four sets—{wi(v)jv € VI, {we(w)v € V},
{ws()|v € V} and {w4(v)|v € V}—through the following five steps:

Step 1: for each v € Des(us), let w1(v) < wo(v). For each v € V — Des(us), let
w1(v) < wopt(v)-

Step 2: for each v € Des(ug), let wa(v) <« wep(v) — wo(v). For each
v €V — Des(usg), let wo(v) < 0.

Step 3: for eachv € V,let w3(v) <— 0. Let Z < Y, wa(v), and let C < V.

Step 4: Let vy be the vertex in C that is the closest to ugs—namely, vy € C
and d(vg — us) = mingec d(V — usg). Let ws(vg) < min{Wyax(vo) — w1(vg), Z }.
Let Z < Z — w3(vg), and let C < C — {vg}. Repeat Step 4 until Z equals 0.

Step 5: for each v € V, let w4(v) < w1(v) + ws().

It is simple to see that the following must be true after the above
five steps: ) .y Wopt@) = Y, ywi) + X, ywa®) = > .y wsv), and
D ovey W20) =3 vy ws); for any v € V, wo(v) < wa(v) < Wiax(v); for any real
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number L, Y v, 1) W3W) = D v, 1) W2v); forany v € V, ifwy(v) < Winax(v),
then Zue/\/’(uz,d(veug)) ws(u) = ZueV wa(w).

Let © € V be any vertex such thatR(0) # @, and let (7, 2) be any element
inR(0). Clearly ¥ € V — Des(uy). Either (*, k) € R(0) or (*,k) ¢ R(d). If (7, k) €
R(©), then 3y ) Wa0) = 3 enio i W10) + 2o i W3(0) = ey, W1(0) +
D veNug,i—duz—) W30 = D uenom W) + Dy nuy i —dug—on W2 ) = D penio )
w1(V) + X peniop W2(0) = 3, pvip ) Wopt (V) = k

Now consider the case where (7, £) ¢ R(0). We define 7 as 7 = # +d (ug — uy),
define S; as 81 = N(ug,#), define Sy as Ss = N(ui,7) — S1, and define
kEask =k +Y,.g,wo). It is easy to see that, in this case, 6 = uy and
(7, k) € R(uy). If wy(v) = Wnax(v) for every vertex v € N(ug, #), then clearly
> venio.n Walv) > % because the new problem has a feasible solution. If there
exists vg € MN(ug,?) such that ws(vg) < Wmax(vg), then ZveN(ﬁ,f) was(v) =
Zvegl w1(v) + ZUEV wa(v) > Zve/\/’&ul,f) wi(v) — ZUESZ wi(v) + Zve/\/(ul,f) we(v) =
Zve/\/(ul,i) wopt(v) - ZUGSZ wiv) = k — Zvesz w1(v) = k.

So Y penio.nwa) > k in all cases. So the solution that assigns memory
size w4(v) to every vertex v € V is a feasible solution to the new problem—so
Y vev Wopt () < Y, .y wa(v). Since every optimal solution to the new problem
is a feasible solution to the old problem, we have ), _y wope(V) < > oy Wopt (V).
Clearly Y, .y wa(v) = Y,y Wopt(V), S0 Yy Wopt(V) = D",y Wope(V). So the
optimal solution to the new problem, which assigns memory size @, (v) to
every vertex v € V, is also an optimal solution to the old problem. Now we can
see that the second conclusion of this lemma is true. O

Lemma 2.1 and Lemma 2.2 naturally lead us to an algorithm for optimally
solving the memory-allocation problem. We can process the vertices of the tree
one by one, with every vertex processed before its parent. Every time a vertex
is processed, corresponding to each element in its requirement set, we use the
method in Lemma 2.1 to derive an optimal memory basis of larger values; then
we use the method in Lemma 2.2 to force the vertex’s requirement set to be
empty. In the end, the root becomes the only vertex whose requirement set may
not be empty, and the memory-allocation problem becomes very simple to solve.

The following algorithm outputs an optimal solution to the memory-
allocation problem.

Algorithm 2.1 (Memory-Allocation on Tree G = (V, E))

(1) Initially, for every vertex v € V, let w(v) < Wyin(v).

(2) Process all the vertices one by one, in an order that follows the following rule: every
vertex is processed before its parent. For each vertex § € V that is not the root v,
it is processed through the following two steps:

Step 1: Treat 7, the parent of 7 and the set {w(v)|v € V'}, respectively, as the vertex
u1, the vertex uy and the set {w(v)|lv € V} in Lemma 2.1, and for each element in
R(9) do the following two things: (1) treat that element in R(7) as the element (r, &)
in Lemma 2.1, and compute the set {wy(v)[v € V} as in Lemma 2.1; (2) for every
vertex v € V, let w(v) get the value of wy(v)—namely, w(v) < wsy(v).

Step 2: Treat 0, the parent of ¥ and the set {w(v)|v € V}, respectively, as the vertex
u1, the vertex us and the set {wo(v)jv € V} in Lemma 2.2, and do the following two
things: (1) compute the set {R(v)|v € V} as in Lemma 2.2; (2) for every vertexv € V,
let R(v) < R(v), and let Woin(v) < w(v).
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The root v, is processed in the following way:
Pretend that the root v,,,; has a parent whose distance to v, is infinitely large.
Treat v,.,; as the vertex 0 above, and run just its Step 1.

(3) Output the following solution as the solution to the memory-allocation problem: for
each vertex v € V, assign w(v) to it as its “memory size.”

A pseudocode of Algorithm 2.1 is presented in Appendix A for interested
readers.

Analysis shows that Algorithm 2.1 has time complexity O(q|V|?), where |V|
is the number of vertices and g is the average cardinality of a requirement set,
namely, g = ‘71| Y vev |[R(@)|. The complexity analysis as well as the proof for the
correctness of Algorithm 2.1 (including the optimality of the solution it outputs)
are presented in Appendix B.

2.3 Variation of the Algorithm

Algorithm 2.1 has complexity O(q|V |?). But if Wyax(v) = co for all v € V—
namely, if no upper bound exists for the vertices’ memory sizes—then an algo-
rithm of time complexity O(q|V |2) can actually be derived. We present such an
algorithm and its complexity analysis in Appendix C for interested readers.

3. DATA INTERLEAVING

3.1 Definition of the Problem

Assume that, in the file storage problem, the number of codeword symbols
assigned to each vertex v € V, w(v), is already known. (The only require-
ment for w(v) here is that for every vertex u € V and for 1 < i < n,,
> veNurwy W) > ki(w). No feasible solution to the problem exists if that re-
quirement is not satisfied.) Then, the file storage problem is simplified to be the
following data-interleaving problem.

Definition 3.1. The Date-Interleaving Problem.

Instance: A tree G = (V, E') with asymmetric edges, and N different colors.
Every edge (1, v) € E has a positive length [ (u, v). Every vertex v € V is associ-
ated with a set R(v) = {(r;(v), k;(v))|1 < i < n,}, which is called the requirement
set of v. Every vertex v € V is also associated with a nonnegative integer w(v).
(Here w(v) < N.)

Question: How to assign w(v) colors to each vertex v € V, such that for every
vertexu € V and for 1 < i < n,, the vertices in the set N'(u, r;(1)) together have
at least k;(u) distinct colors? (At most N different colors can be used, and every
color can be assigned more than once to the vertices.)

Comments: All the parameters above have the same meaning as in the file
storage problem (Definition 1.1). So we omit defining their allowed ranges of
values.

In the data-interleaving problem, we use N different colors to represent the
N symbols in the codeword, for a more abstract understanding of the problem.

3.2 Data-Interleaving Algorithm

In the Jiang and Bruck [2003a], a solution was presented for coloring the
vertices of an undirected tree using N colors, in such a way that, for every
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point of the tree (which can be either a vertex or a point on an edge), there exist
K different colors that are placed as closely as possible around it, for a preset
parameter K (K < N). In this section, we derive a data-interleaving algorithm
using a similar technique. The new algorithm is adapted to the file-allocation
scheme studied here, and is for trees with asymmetric edges between adjacent
vertices.

Since every vertex v € V is to be assigned w(v) colors, we think of v as having
w(v) color-slots, where each color-slot is to be assigned one color—and we say
that those w(v) color-slots belong to v.

We define w as w = ),y w(v), that is, the total number of color-slots in the
tree G. We label all the color-slots in G as s1, Sq, ..., S, following this rule: if
d(s; = Uroot) < d(sj — Uroot), then i < J-

For any two color-slots s; and s;, we use d(s; — s;) to denote the distance
from the vertex that s; belongs to, to the vertex that s; belongs to. In other
words, if s; is a color-slot of vertex u, and s; is a color-slot of vertex v, then
d(s; — sj) = d(u — v). Similarly, we also use d(s; — v) and d(u — s;) to
denote the same value as d(u — v).

For any vertex v € V and any real number r, we define B(v,r) as B(v,r) =
{sill <1 < w,d(s; — v) < r}—namely, the set of color-slots whose distance to
v is at most r. Similarly, for any color-slot s; and any real number r, we define
B(sj,r)as B(sj,r)={s;|]1 <i <w,d(s; »> s;) <r}.

For any three color-slots s, s, and s,, where x # y (but z does not have to be
different from x and y), we use “(sy, = s,) < (s, = s,)” to denote the following
condition: either d(s, — s;) < d(s, — s;), or d(s, — s,) = d(sy, — s;) and
x<y.

Similarly, by replacing the term color-slot s, in the above paragraph by vertex
v, we get the definition of (s, = v) < (sy, = v).

For every vertex v, we define «, as k, = maxj<j<,, k;(v). We use S, to denote
the set of color-slots that satisfies the following two conditions: (1) |S,| = «,; (2)
for any color-slot s, € S, and any color-slot s, ¢ S,, (s, = v) < (s; = v).

Finally, for every color-slot s;, we assign to it an integer X; that satisfies the
following two conditions: (1) for every vertex v, if s; € S,, then X; > |S, N{s;|t <
i};(2)1 < X; < N, and X; < i. For now let’s assume that the integer X; is
given by an oracle; later in Subsection 3.3 we will discuss how to set the value
of XL'.

The following algorithm solves the data interleaving problem.

Algorithm 3.1 (Data Interleaving on Tree G = (V, E))
fori =1tow do
{Let T be the set of color-slots that satisfies the following two conditions:
(DT Cislt <i},and [T =X; - 1;
(2) for any color-slot s, € T' and any color-slot s, € {s;|t <i} - T,
(sp = 8) < (sg = s).
Assign to s; a color that differs from the color of every color-slot in T'.

}

Lemma 3.1. After Algorithm 3.1 is used to assign colors to the tree G =
(V, E), for any integeri (1 <i < w) and any vertex v € V, no two color-slots in
the set S, N {s;|t < i} are assigned the same color.
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Proor. Let v be an arbitrary vertex. Let’s use ASSERTION to denote the
following assertion: no two color-slots in the set S, N {s;|t < i} are assigned the
same color.

We use induction on the parameter i (1 <i < w) to prove this lemma.

When i = 1, the set S, N {s;|t < i} contains at most one color-slot, so the
ASSERTION is true. This serves as our base case.

Now let I be an integer such that 2 < I < w. Assume that wheni < I,
the ASSERTION is true. We shall prove that when i = I, the ASSERTION still
holds.

Leti = 1. If |S, N {s;|t < i}| equals O or 1, then clearly the ASSERTION is
true. If |S, N {s;|t <i}|] > 1and s; ¢ S, N {s;|t < i}, by letting j* denote the
maximum value of j subject to the constraint that s; € S, N {s;|t < i}, we can
see that S, N {s;|t < i} = S, N {ss]t < j*} and j* < i—then by the induction
assumption, no two color-slots in the set S, N {s;|t < j*} are assigned the same
color, so the ASSERTION is true. Therefore in the remainder of the proof, we
shall only consider the case where |S, N {s;|t <i}| > 2 ands; € S, N {s;|t <i}.

Let LCA denote the least common ancestor of v and the vertex that s; belongs
to—namely, LCA is the unique vertex that lies on the path between v,,,; and
v, on the path between v,,,; and the vertex that s; belongs to, and on the path
between v and the vertex that s; belongs to.

Let s, be an arbitrary color-slot in the set S, N{s;|¢ < i}. Lets, be an arbitrary
color-slot in the set {s;|s; ¢ S,,¢ < i}. Define P as such a set: P = {s;|t < i, the
vertex that s; belongs to is either LCA or a descendant of LCA}. We have the
following three statements.

STATEMENT 1:s, ¢ P.
STATEMENT 2:if s, € P, then (s, = s;) < (s, = s;).
STATEMENT 3:if s, ¢ P, then (s, = s;) < (s; = s;).

To see why STATEMENT 1is true, we use contradiction. Assume s, € P. Then
d(sq = Uroot) = d(sq = LCA) + d( LCA— Uyopt). Clearly d(s; — Uroot) = d(s; —
LCA) + d(LCA— Uyopt). Since q < i, we get that d(s; — Uroor) < d(S;i = Uroot),
sod(s; > LCA) <d(s; - LCA). So d(s; — v) < d(s; - LCA) + d( LCA— v) <
d(s; > LCA) +d(LCA— v) = d(s; — v). Since s; € Sy, d(sq = v) < d(s; = v)
and g < i, by the definition of S,, we get that s, € S,, which is a contradiction.
So STATEMENT 1 is true.

To see why STATEMENT 2 is true, let’s assume that s, € P. By the same
argument as in the previous paragraph, we get that d(s, — LCA) < d(s; —
LCA). Since s; € Sy, i > q and s; ¢ Sy, by the definition of S,, we get that
d(sq = v) > d(s; = v). From STATEMENT 1, we know that the vertex that
sq belongs to is neither LCA nor a descendant of LCA, so d(s; — v) = d(s; —
LCA) +d( LCA— v); and we know that d(s; — v) = d(s; — LCA) + d(LCA— v).
So d(sy = LCA) > d(s; - LCA) > d(s, — LCA). Sod (s, — s;) < d(s, — LCA) +
d(LCA— s;) <d(sy > LCA)+d(LCA— s;) =d(sq — 5;). So(sp = ;) < (sg = 7).
So STATEMENT 2 is true.

To see why STATEMENT 3 is true, let’s assume that s, ¢ P. Since s, € S,
and s, ¢ S,, by the definition of S,, we get that (s, = v) < (s; = v). Since
neither the vertex that s, belongs to nor the vertex that s, belongs to is LCA or
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a descendant of LCA, but v is either the same as or a descendant of LCA, we get
that (s, = LCA) < (s, = LCA). Since s; is either the same as or a descendant of
LCA, we get that (s, = s;) < (s; = s;). So STATEMENT 3 is true.

By STATEMENT 2 and STATEMENT 3, we know that (s, = ;) < (s = s;) in
any case. Note that s, is an arbitrary color-slot in the set S, N{s;|¢ < i}, and s, is
an arbitrary color-slot in the set {s;|s; ¢ S,, ¢ < i}. Since X; > |S,N{s;|t <i}| and
s; € S,, we get that |S, N{s;|t <i}| < X; — 1—so by Algorithm 3.1, the color of s;
differs from that of any color-slot in S, N{s;|t < i}. By the induction assumption,
no two color-slots in the set S, N {s;|t < i} are assigned the same color. So no
two color-slots in S, N {s;|¢ < i} are assigned the same color. So the ASSERTION
is true when i = I. That concludes the induction step of the proof. O

Lemma 3.2. After Algorithm 3.1 is used to assign colors to the tree G =
(V, E), for any vertex v, no two color-slots in S,—whose cardinality is «, =
maxi<j<n, ki(v)—are assigned the same color.

Proor. Replace the integeri in Lemma 3.1 by w. Note that S,N{s;|t < w} =
S,. O

TaeEOREM 3.3. Algorithm 3.1 correctly outputs a solution to the data inter-
leaving problem.

Proor. Forany vertex v, we know that there are x, = max;;<,, k;(v) distinct
colors assigned to the color-slots in S,. Consider an arbitrary requirement of v—
say it is (r;(v), k;(v)). By the definition of S, and the fact that | B(v, r;(v))| > k;(v),
we can see that there are at least k; distinct colors assigned to the color-slots
in the set {s;|d(s; — v) <r;}. O

3.3 Discussion of the Data-Interleaving Algorithm

For Algorithm 3.1, the minimum value that X; (1 < i < @) can take is the
greater number between 1 and max,.cs, Sy N {s|¢ < i}|, and the maximum
value X; can takeis min{N, i}. X; can take any value between those two bounds.
The smaller X; is, the less restriction the algorithm has while choosing a color
for s;—therefore the more possible outputs the algorithm has. So choosing a
smaller value for X; increases the generality of the algorithm; on the other side,
setting X; to be the maximum value—min{N, i}—certainly makes its compu-
tation simple.

If we set X; to be min{V, i} for all i, then Algorithm 3.1 will output a solution
that has the following property: for every vertex, there are N different colors
placed as closely to it as possible. That property can be proved by using the
following two facts: (1) if we make the requirement set of each vertex v € V to
be R(v) = {(x, N)}, where % is an arbitrary integer, Algorithm 3.1 will still work
exactly the same way as before (since the value of each X; has been fixed to
be min{N,i}); (2) Lemma 3.2 tells us that, if a vertex has a requirement (r, ),
then Algorithm 3.1 places at least % different colors as closely to it as possible.

Note that, for the data-interleaving algorithm, we can, in fact, pick any vertex
of G to be the root vertex v,,,;. It does not have to be the same root as in the
memory-allocation algorithm.

The complexity analysis of Algorithm 3.1 is presented in Appendix D.
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4. OPTIMAL SOLUTION TO THE FILE STORAGE PROBLEM

The combination of the memory-allocation algorithm and the data-interleaving
algorithm yields an optimal solution to the file storage problem—we first use
the memory-allocation algorithm to determine the number of codeword symbols,
w(v), assigned to each vertex v € V (where we should set Wy,;,(v) = 0 for all
v € V in the corresponding memory-allocation problem), then use the data-
interleaving algorithm to determine which w(v) codeword symbols to assign to
each vertexv € V.

For any element (r, £) in the requirement set of any vertexv € V', the memory-
allocation algorithm guarantees that there are at least £ codeword symbols
placed within distance r to v; then the data-interleaving algorithm further
guarantees that there are at least & distinct codeword symbols placed within
distance r to v—so the solution to the file storage problem is feasible. The
total memory size determined by the memory-allocation algorithm, )" _,, w(v),
is a lower bound for the total memory size in a file storage solution, and the
data-interleaving algorithm shows that this lower bound is in fact sufficiently
large—so the solution to the file storage problem is optimal.

5. CONCLUSION

This article proposes a scheme for storing a file in a network where clients have
diverse requirements on file-retrieval delays, under both fault-free and faulty
circumstances. The file is encoded with a general error-correcting code. When
the network is a tree with asymmetric edges between adjacent nodes, a memory-
allocation algorithm and a data-interleaving algorithm are used to respectively
determine how many and which codeword symbol to store on each node. Both
algorithms are of polynomial time complexity. They together provide an optimal
solution to the file storage problem, which minimizes the total amount of data
stored in the network.

There are many additional important issues to be solved in the field of file
storage using error-correcting codes. Among them, storing files in dynamic en-
vironments and finding good codes that have low complexity for file revision
are two interesting examples.

APPENDIX A. PSEUDOCODE OF ALGORITHM 2.1
In this appendix we present the pseudocode of Algorithm 2.1.
Algorithm 2.1 (Memory Allocation on Tree G = (V, E))

1. Label the vertices in V as vy, vy, ..., Uy, according to the following rule: if v;
is the parent of v;, theni > ;.
For1 <i < |V, let w(v;) < Wpin(v;).

2. Fori=1to|V|—1do:
{ Let vp denote the parent of v;. Let R(v;) < R(v;).

While R(v;) # ¢ do:

{ Let (r, k) be any element in R(v;). Define S; as S; = N(vp,r —d(vp — v;)),
and define Sy as Sy = N (v;,r) — S;1. Update the elements in {w(v)|v € V'}
through the following two steps:

Step 1: Let X « max{0,k — )
C < SQ.

Winax() = 3,5, w()}, and let

veSy
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Step 2: Let ug be the vertex in C that is the closest to v;(—namely, uy € C
and d(uy — v;) = mingc d(w — v;). Let Temp < min{W .« (1),
w(ug) +X). Let X < X — (Temp —w(uy)), let w(uy) < Temp,
and let C < C — {u}. Repeat Step 2 until X equals 0.

Remove the element (r, ) from R(v;).

{Nhile R(v;) # ¥ do:

{ Let (r, k) be any element in R(v;). If 3\, » w(w) < k, then add an
element (r— d(UP - vi)’ k— Zue,’\/’(vi,r)—N(vp,r—d(vpavi)) w(u)) to the set
R(vp). Remove the element (r, £) from R(v;).

}

}
3. While R(vyv|) # ¢ do:
{ Let (r, £) be any element in R(v;y|). Update the elements in {w(v)|v € V'}
through the following two steps:
Step 1: Let X < max{0,k — 3, cvyy,» w®)}, and let C < V.

Step 2: Let ug be the vertex in C that is the closest to v;y|—namely,
uo € C and d(ug — vyv|) = mingec d(w — vyy)). Let Temp «
min{ Wy (wo), w(ug) + X}. Let X < X — (Temp — w(uy)), let
w(ug) < Temp, and let C < C — {uy}. Repeat Step 2 until X
equals 0.

Remove the element (r, ) from R(vyy)).

Output w(v1), w(ve), ..., w(vy,) as the solution to the memory-allocation
problem.

Note that in the above pseudocode, the values of memory floors are not really
updated because it is not necessary to do that, although they have been used
in Section 2 as a helpful tool for analysis.

APPENDIX B. PROOF AND COMPLEXITY ANALYSIS OF ALGORITHM 2.1

In this appendix, we prove the correctness of Algorithm 2.1, and analyze its
complexity.

THEOREM B.1. Algorithm 2.1 correctly outputs an optimal solution to the
memory allocation problem.

Proor. For all the vertices except the root v,,,, Algorithm 2.1 processes
them one by one, using the methods in Lemma 2.1 and Lemma 2.2 to increase
the memory sizes of vertices and transform the memory allocation problem
from old problems to new problems. (To recall the definition of old problem and
new problem, see Lemma 2.2.) After that, only v,,,; has not been processed, and
Uroor 18 the only vertex whose requirement set may not be empty. Then the algo-
rithm increases the memory sizes of the vertices to satisfy v,,.;’s requirements,
with the increased part of the memory sizes placed as close as possible to v,
and being as small as possible, and ends there—and that is clearly the optimal
way to solve the new memory-allocation problem at that moment (which is just
to assign enough memory sizes to satisfy the requirements of v, ). Since an
optimal solution to a new problem is always an optimal solution to an old prob-
lem, Algorithm 2.1 has successfully found an optimal solution to the original
memory-allocation problem. O
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In terms of complexity analysis, Algorithm 2.1 needs two tools for its exe-
cution: a distance matrix recording the distance between any pair of vertices,
which takes time complexity O(|V |?) to compute; and for every vertex v, a table
ordering all the vertices according to their distance to v—computing all these
|V| tables has time complexity O(]V|2), too. With these two tools available, the
algorithm processes all the vertices one by one. Let ¢ denote the average cardi-
nality of a requirement set in the original memory-allocation problem, namely,
q = ﬁ Y vev [R()|. So originally there are totally q|V| elements in all the re-
quirement sets. When the algorithm is computing, every time an element in a
vertex’s requirement set is deleted, a new element might be inserted into the
vertex’s parent’s requirement set—and on no other occasion will a new element
be generated. Each vertex can have at most |V| — 1 ancestors. So during the
whole period when the algorithm is computing, there are no more than q|V |2
elements—old and new, in total—in all the requirement sets. Every time a ver-
tex is processed, all the elements in its requirement sets are processed in the
following way—for each element, the set {w(v)|v € V} and the set {R(v)|v € V'}
are updated, which has time complexity O(]V|). So the complexity of Algorithm
2.1is O(|V|2 4+ |V |2 4+¢q|V|?-|V|), which equals O(q|V|?).

APPENDIX C. ALGORITHM FOR MEMORY-ALLOCATION PROBLEM
WITHOUT UPPER BOUND FOR MEMORY SIZES

When W,,.«(v) = oo for all v € V—that is, when no upper bound exists for
the memory sizes—the memory-allocation problem can be solve with time
complexity O(q|V|?). In this appendix, we present the pseudocode of such an
algorithm—Algorithm C.1.

Algorithm C.1is similar to Algorithm 2.1, except that in Algorithm C.1, a new
notion named residual requirement set is used. The notion is defined as follows.
Say at some moment, each vertex v € V is temporarily assigned a memory size
w(v), and its requirement set is R(v). For every element (r, k) € R(v), there is
a corresponding element (7, k) in the residual requirement set of v, denoted by
Res(v), computed in the following way: 7 = r, and & = max{k —Zung) w(u), 0}.
(The meaning of the element (7, %) is that the summation of the memory sizes
of the vertices in NV'(v, ) needs to be increased by % so that Y_, ., . w(w) will
be no less than %.)

Algorithm C.1 (Memory-Allocation on Tree G = (V, E) without Upper Bound for
Memory Sizes)

1. Label the vertices in V as vy, vy, ..., Uy, according to the following rule: if
v; is the parent of v, then i > j. Let w(v;) < Wyin(v;) for 1 <i < |V|. Let
Res(v;)) < @for1 <i <|V|.For1 <i <|V|, and for each element (r, k) € R(v;),
do the following: if £ — ZUEN(UL,J) w(v) > 0, then let Res(v;) < Res(v;) U
{(7‘, k— Zve,'\/’(vi,r) w(v))}
2. Fori=1to|V|—1do:
{ Let vp denote the parent of v;. Let @ (v;) < Res(v;), and let x < 0.
While Q(v;) # @ do:
{ Let (r, k) be any element in Q (v;). If r < d(vp — v;), then let x < max{x, k}
and remove the element (r, k) from the set Res(v;). Remove the element
(r, k) from Q(v;).
}
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Let w(v;) <« w;) + x.

For j =i+ 1to|V]|, and for every element (r, k) € Res(v;), do the following:
ifr > d(v; - v;) and k — x > 0, then replace the element (r, k) in the set
Res(v;) by (r,k —x);ifr > d(v; - v;) and £ — x < 0, then remove the element
(r, k) from Res(v;).

For every element (r, k) € Res(v;) do the following: if & > x, then let Res(vp)
< Res(vp)U{(r —d(wp — v;),k —x)}.

Let Res(v;) < #.

}
3. Letx < 0.

While Res(vy)) # ¢ do:
{ Let (r, k) be any element in Res(v)y|). Let x <— max{x, k}. Remove the
element (7, k) from Res(vy)).

}

Let w(y) < wyy)) + x.
4. Output w(v1), w(vy), ..., w(vy)) as the solution to the memory allocation problem.

In regard to the complexity analysis, the complexity of Algorithm 2.1, which
is O(q|V]?), is dominated by the complexity of updating memory sizes—the
memory sizes can be updated up to O(g|V|?) times, and each time up to O(|V|)
memory sizes might change. When there is no upper bound for the memory
sizes, with the help of residual requirement sets, each time only one memory
size will need to be updated, which has complexity O(1). So the complexity
of updating memory sizes is reduced from O(q|V|?) to O(q|V |?). Maintaining
the residual requirement sets also has a total complexity of O(q|V |?). So the
complexity of Algorithm C.11is O(q|V |?).

APPENDIX D. COMPLEXITY OF THE DATA-INTERLEAVING ALGORITHM

The complexity of the data-interleaving algorithm depends on how the variables
X; (1 <i < w) are chosen. The smaller the values of X; are, the more general
the algorithm is—meaning that the algorithm has more possible outputs. The
smallest value X; can take is max,es, |Sy N {s¢|t < i}| (assuming that number
is no less than 1; otherwise the value is simply 1.) Below we will show that,
if the algorithm chooses X; to be max,es, |Sy N {stlt < i} for 1 < i < w,
then the algorithm has the total time complexity of O(|V |2 + Nw? + Nw|V|).
We point out that this time complexity can be reduced if one is willing to add
more restrictions on the algorithm—for example, when the color-slots of the
same vertex are labeled with consecutive indices, or when X; is simply set to
be min{N, i} for all i, the algorithm can be implemented in more efficient ways.

The full implementation of the data-interleaving algorithm has the following
major operations:

—Operation 1: label the color-slots as s, sg, ..., Sy}

—Operation 2: for each vertex v, find out the set S,;

—Operation 3: for 1 <i < w, set the value of X; to be max,.cs, |S, N{s¢|t <i};
—Operation 4: for 1 <i < w, find the set denoted by 7" in the algorithm.

Below we analyze the time complexity.
In order to implement the algorithm, we need to construct a |V | x|V | distance
table which records the distance from any vertex to any other vertex; then for
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every vertex v, we need to construct a list which orders all the vertices according
to their distance to v. That has time complexity O(|V |2). Then, Operation 1 has
time complexity O(w + |V ).

Now consider Operation 2. Computing «, = maxj<j<n, ki(v) for all v takes
complexity ) _y n,. It is very reasonable to assume that n, < N (because
otherwise some of v’s requirements would be redundant), so that complexity
becomes O(N|V|). To find out S,, we need to sort the color-slots first based
on their distance to v then according to the indices of their labels, and pick
out the first «, of them—which can be done with complexity O(x, @ + |V |)
OWNw + |V|). So Operation 2 has complexity ON|V| + |V|(Nwo + |V )
ONw|V|+|V2).

Now consider Operation 3. For each vertex v, we sort the color-slots in S,
based on the indices of their labels, which has complexity O(k, log«,); then, if
a color-slot s; is the jth element in the sorted list, it means |S, N {s;|t <i}| = J,
which can be used to update the value of X;. So Operation 3 has complexity
O,y kvlogk,) < O(|[VIN log N).

Operation 4 is similar to Operation 2, except that here we consider it for
each color-slot s; instead of for each vertex v. So Operation 4 can be seen to have
complexity O(w(Nw + |V])) = O(Nw? + o |V)).

We can rightly assume that @ > N, because otherwise the data-interleaving
problem would be trivial—we just make all the color-slots have different col-
ors. Therefore, the total time complexity of the data-interleaving algorithm is
OV )+ 0@ +|V)N+OWNw|V|+|VI2)+O0(V|INlogN)+ ONw?+w|V|) =
O(V2+ Nw?+ Nw|V)).

Il IA
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