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Based	on	the	interesting	 lecture	of	 Prof.	Hung-yi Lee “Ensemble”
https://www.youtube.com/watch?v=tH9FH1DH5n0&list=PLJV_el3uVTsPy9oCRY30oBPNLCo89yu49&index=32



Ensemble	Learning



Basic	idea:	
Build	multiple	models	for	the	same	application,	
make	them	collaborate	to	achieve	better	performance.

In	other	words:	use	Team	Work.





Ensemble	 is	a	popular	technique	 for	winning	machine	 learning	 competitions.
It	can	improve	the	performance	to	the	next	level.
Requirement:	 need	to	train	multiple	 models.



Combine	multiple	complex	models



Simple	models:	 large	bias,	small	variance
Complex	models:	small	 bias,	large	variance	
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Model:
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An	idea:	
Create	multiple	 “different”	datasets,	 and	train	one	model	for	each	dataset;	
then	combine	them.

But	how	to	create	different	datasets?







Use	a	complex	model	to	train	4	classification	 functions	 for	the	4	datasets.



Use	average	or	voting	to	get	a	final	result



Use	average	or	voting	to	get	a	final	result



Use	average	or	voting	to	get	a	final	result

A	deep	decision	 tree
can	easily	 get	100%	
accuracy	 on	training
data	(but	 overfit)



The	famous	“Random	Forest”	method:	Decision	 trees	with	bagging.



























Complete	overfitting,
and	nothing	 is	learned.
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Make	a	cut	along	 a	dimension







Class	 + Class	 -



Class	 + Class	 -

Wrong	 classifictions















Class	 + Class	 -



































Final	 Error	Rate	=	0



Another	 example:	





Yes,	 because	 even	if	 the	combined	 classifiers
have	error	rate	=	0	on	training	 dataset,	the
last	classifier	 for	the	training	 dataset	is	>	0.
So	we	will	 continue	 to	find	 a	new	classifier.


