CSCE 636 Neural Networks
(Deep Learning)

Lecture 19: Ensemble Learning

Anxiao (Andrew) Jiang

Based on the interesting lecture of Prof. Hung-yi Lee “Ensemble”
https://www.youtube.com/watch?v=tH9FH 1DH5n0&list=PLJV_el3uVTsPy9oCRY300B PNLC089yu49&index=32



Ensemble Learning



Framework of Ensemble

Basic idea:
Build multiple models for the same application,
make them collaborate to achieve better performance.

In other words: use Team Work.
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Framework of Ensemble

* Get a set of classifiers

) f1(x)»f2(x), fg(X), ......

They should be diverse.

» Aggregate the classifiers (properly)

Ensemble is a popular technique for winning machine learning competitions.
It can improve the performance to the next level.
Requirement: need to train multiple models.



Ensemble: Bagging

Combine multiple complex models



Review: Bias v.s. Variance
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have large variance.



Bagging

An idea:

Create multiple “different” datasets, and train one model for each dataset;
then combine them.

But how to create different datasets?



Sampling N’

Baggmg N training examples with
examples replacement

(usually N=N’)
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Baggmg N training examples with
examples replacement



Sampling N’

- N trainin '
Bagg|ng g examples with
examples replacement
‘// \\‘(usually N=N’)
Set 1 Set 2 Set 3 Set 4
Function Function Function Function
1 2 3 4

Use a complex model to train 4 classification functions for the 4 datasets.
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Bagging This approach would be helpful when
your model is complex, easy to overfit.

, e.g. decision tree
Testing data x

A deep decision tree
can easily get 100%
accuracy on training
data (but overfit)

Function Function Function Function
1 2 3 4

| l | }
Y1 Y2 Y3 Ya
~\ J_—

Use average or voting to get a final result



Decision Tree

The famous “Random Forest” method: Decision trees with bagging.



Assume each object x is
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Decision Tree
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Assume each object x is

N
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represented by a 2-dim vector [x;]

'y




Assume each object x is

DeCiSiO n Tree represented by a 2-dim vector [2]

Class 1

Class 2

yes no

Class2 Class1



Assume each object x is

DeCiSiO n Tree represented by a 2-dim vector [2]

X2

yes no

Class 1 Class 2 Class2 Class1



Assume each object x is

DeCiSiO n Tree represented by a 2-dim vector [2]

yes no

Class 1 Class 2 Class2 Class1



Assume each object x is

DeCiSiO n Tree represented by a 2-dim vector [2]

yes no

Class 1 Class 2 Class2 Class1

Can have more complex questions



Experiment: Function of Miku
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http://speech.ee.ntu.edu.tw/~tlkagk/courses/
MLDS_2015_2/theano/miku
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Random Forest

* Decision tree:
* Easy to achieve 0% error rate on training data



Random Forest

* Decision tree:
* Easy to achieve 0% error rate on training data
* |f each training example has its own leaf ......

Complete overfitting,
and nothing is learned.

* Random forest: Bagging of decision tree
* Resampling training data is not sufficient
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Random Forest

* Decision tree:
* Easy to achieve 0% error rate on training data
* |f each training example has its own leaf ......

* Random forest: Bagging of decision tree
* Resampling training data is not sufficient
* Randomly restrict the features/questions used in each
split

* Qut-of-bag validation for bagging



train | f, | f, | £ | f,
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* Decision tree: x4 X o) X O

o
* Easy to achieve 0% error rate on training data
* If each training example has its own leaf ......

Random Forest

* Random forest: Bagging of decision tree
* Resampling training data is not sufficient
* Randomly restrict the features/questions used in each
split

* Out-of-bag validation for bagging



train | f, | f, | f, |
x1‘ O X O X
Random Forest  .* o L+ « o
x3 X O O X
* Decision tree: x4 X 0] X O

* Easy to achieve 0% error rate on training data
* If each training example has its own leaf ......

* Random forest: Bagging of decision tree
* Resampling training data is not sufficient
* Randomly restrict the features/questions used in each
split
* Out-of-bag validation for bagging
* Using RF = f,+f, to test x*
* Using RF = f,+f; to test x?



train | £, | f, | f | f, |
x1 O X O X

Random Forest . , « « o

x3 X (@) @) X

* Decision tree: o x4 X (@) X O

* Easy to achieve 0% error rate on training data
* If each training example has its own leaf ......

* Random forest: Bagging of decision tree
* Resampling training data is not sufficient
* Randomly restrict the features/questions used in each

split

* Out-of-bag validation for bagging
* Using RF = f,+f, to testx!
* Using RF = f,+f; to test x?
* Using RF = f,+f, to test x®
_Using RF = f,+f, to test

Out-of-bag (OOB) error
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Ensemble: Boosting

Improving Weak Classifiers
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Boosting

* Guarantee:

* If your ML algorithm can produce classifier with error
rate smaller than 50% on training data

* You can obtain 0% error rate classifier after boosting.
* Framework of boosting
* Obtain the first classifier f;(x)

* Find another function £, (x) to help f;(x)
* However, if f,(x) is similar to f; (x), it will not help a

lot.
* We want f,(x) to be complementary with f; (x)
(How?)
* Obtain the second classifier f; (x) .
_J— Finally, combining all the classifiers

* The classifiers are learned sequentially.



Training data:

{ﬂ(xl, 5‘71), e, (™ 9M), -, (xV, y,N)}
y = +1 (binary classification)

Boosting

* Guarantee:

* If your ML algorithm can produce classifier with error
rate smaller than 50% on training data

* You can obtain 0% error rate classifier after boosting.
* Framework of boosting
* Obtain the first classifier f; (x)
* Find another function £, (x) to help f; (x)
* However, if f,(x) is similar to f; (x), it will not help a

lot.
* We want f,(x) to be complementary with f; (x)
(How?)
* Obtain the second classifier f,(x)
e Finally, combining all the classifiers

* The classifiers are learned sequentially.
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* Training on different training data sets

* How to have different training data sets

* Re-sampling your training data to form a new set
* Re-weighting your training data to form a new set



How to obtain different classifiers?

* Training on different training data sets

* How to have different training data sets

* Re-sampling your training data to form a new set
* Re-weighting your training data to form a new set

9t ul) ul =1
(x%,9%u?) u® =1

@, 9%u%) ui=1 o



How to obtain different classifiers?

* Training on different training data sets

* How to have different training data sets

* Re-sampling your training data to form a new set
* Re-weighting your training data to form a new set

* In real implementation, you only have to change the
cost/objective function

(x*, 94u") uwt= 0.4
(x%,9%,u?) u® = 2.1

(9%, u>2 0.7



How to obtain different classifiers?

* Training on different training data sets

* How to have different training data sets

* Re-sampling your training data to form a new set
* Re-weighting your training data to form a new set

* In real implementation, you only have to change the
cost/objective function

Gyt W 0a LD = ) UG
(x%,92,u?) u’ =\ 9.1 .
3, 93,0°) u? =N 07



How to obtain different classifiers?

* Training on different training data sets

* How to have different training data sets

* Re-sampling your training data to form a new set
* Re-weighting your training data to form a new set

* In real implementation, you only have to change the
cost/objective function
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|dea of Adaboost

* |dea: training f,(x) on the new training set that fails f{(x)

* How to find a new training set that fails f;(x)?
g1: the error rate of f;(x) on its training data
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|dea of Adaboost

* |dea: training f,(x) on the new training set that fails f;(x)

* How to find a new training set that fails f; (x)?
g1: the error rate of f;(x) on its training data
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|dea of Adaboost

* |dea: training f, (x) on the new training set that fails f{(x)

* How to find a new training set that fails f; (x)?
g1: the error rate of f;(x) on its training data
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|dea of Adaboost

* Idea: training f,(x) on the new training set that fails f{(x)

* How to find a new training set that fails f; (x)?
g1: the error rate of f;(x) on its training data
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|dea of Adaboost

* |dea: training f,(x) on the new training set that fails f;(x)

* How to find a new training set that fails f; (x)?
g;1: the error rate of f; (x) on its training data
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|dea of Adaboost

* |dea: training f,(x) on the new training set that fails f;(x)

* How to find a new training set that fails f; (x)?
g;1: the error rate of f; (x) on its training data
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Re-weighting Training Data

* |dea: training f,(x) on the new training set that fails f{(x)
* How to find a new training set that fails f; (x)?



Re-weighting Training Data

* Idea: training f,(x) on the new training set that fails f{ (x)
* How to find a new training set that fails f;(x)?
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Re-weighting Training Data

* |dea: training f,(x) on the new training set that fails f(x)
* How to find a new training set that fails f; (x)?

(. 9tud) at=1

(x2,92,u?) u? =1

(x3,93,u3) ud =1

(x*9tu?) ut=1 o

N

f1(x)



Re-weighting Training Data

* |dea: training f,(x) on the new training set that fails f{(x)
* How to find a new training set that fails f;(x)?
(1,91, u)
(x2, 92, u?)
(x3,93,13)

(x*, 9% u*)




Re-weighting Training Data

* Idea: training f,(x) on the new training set that fails f(x)

« How to find a new training set that fails f; (x)?

Litul) ul=1 ¢ ul =1/V3
2,92 u?) u =1 x
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Re-weighting Training Data

* |dea: training f,(x) on the new training set that fails f{ (x)

* How to find a new training set that fails f;(x)?

(xL9Lul) ul=14§¢ ul = 1/43
(x%9%u?) uw =1 P o U2 =13

(x3,93,u3) w3 =1 v ud =1/43
xh9tut) ut=14 ut=1/43

f1(x)




Re-weighting Training Data

* |dea: training f,(x) on the new training set that fails f;(x)

* How to find a new training set that fails f;(x)?




Re-weighting Training Data

* |dea: training f,(x) on the new training set that fails f{(x)

* How to find a new training set that fails f; (5)?
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Re-weighting Training Data

* Idea: training f,(x) on the new training set that fails f{(x)
* How to find a new training set that fails f; (x)?

(x',9hul) u ul =1/¥3 ¥
(xz’j;Z’uZ)
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(x*, 9% u?)




Re-weighting Training Data

* |dea: training f, (x) on the new training set that fails f{(x)

* How to find a new training set that fails f; (x)?
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uy < uy multiplying d4

If x™ correctly classified by9; (f;(x™) = y")

uy < uf divided by d4



Re-weighting Training Data

* Idea: training f,(x) on the new training set that fails f{ (x)

* How to find a new training set that fails f;(x)?
CIf x™ misclassified by fi(fi(x™) #=3y")

uy < uy multiplying d; BWEGEEES
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Re-weighting Training Data

* |dea: training f,(x) on the new training set that fails f{(x)

* How to find a new training set that fails f; (x)?

CIf x™ misclassified by fi(fi(x™) =9™)

o uly « uy multiplying d4
If x™ correctly classified by f; (f;(x™) = ™)
L uy < uf divided by c£1

f> will be learned based on example weights u%



Re-weighting Training Data

* Idea: training f,(x) on the new training set that fails f;(x)

* How to find a new training set that fails f; (x)?

(If x™ misclassified by fi(f1(x™) =3y
D uy < uy multiplying d,

If x™ correctly classified by f; (f;(x™) = y™)

- ul « ul divided by d; [edicie

f> will be learned based on example weights u}

What is the value of d;?
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Re-weighting Training Data
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Re-weighting Training Data
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Re-weighting Training Data
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Re-weighting Training Data

& _an}?5(f1(xn)¢}7n) lezu?
=
:

Yauyo(fi(x™) #9™) _ ok fi(x™ = 9" ul « uf multiplying d,

7, . fl (xn) — }’;n ug - u’f divided by d1
f oS e Y
tdy = u, + us
fr(x™)#y™ fr(x™)#y" fi(x™)=9"

=Zu’§ = 2 uyd; + Z uy/dy

i fi(x)#Pn fi(xM)=n



Re-weighting Training Data
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Re-weighting Training Data
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Re-weighting Training Data
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Re-weighting Training Data
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Re-weighting Training Data
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Re-weighting Training Data
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Re-weighting Training Data
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Re-weighting Training Data
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Re-weighting Training Data
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n n

Zfl(x")i}?n updy; + Zf1(x")=)7" U /dl =5 Zfl (xn)=9n u’f/dl ]

- St
Zfl(x"):tﬁ" u{ldl Zfl(x"):tj/" ul dl
1

S e Y owa kY wea Y
fiGm=9n fL(x#" D AC fL (M2 gn
Z1(1—¢&) Z1€,

n

_ Zpamzenta

&1 = 7
1

u? — Z1£1

fm;;ey" d; = \/(1 — &)/&

> 1



Algorithm for AdaBoost

* Giving training data
{(xt, 91, u3 ), -, (x™, 9%, up), -, (N, 9V, u)}

« ¥ = +1 (Binary classification), uf = 1 (equal weights)
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Algorithm for AdaBoost

* Giving training data
{9 ug ), ™ ), - (N, 9%, u))
* y = +1 (Binary classification), u} = 1 (equal weights)
* fFort=1,..T:
* Training weak classifier f,(x) with weights {u}, -+, ul}
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Algorithm for AdaBoost

* Giving tramlng data
{9043 ), (@7, 97, 0T ), -, (¥, 9N, u7))
« y = +1 (Binary classification), uf = 1 (equal weights)
* Fort=1,.., 1.
* Training weak classifier f;(x) with weights {u}, -+, u
* g is the error rate of f;(x) with weights {u;, -, uM}
* Forn=

. Ifx is mlscla55|f|ed by f:(x):

* Uy = U X dy



Algorithm for AdaBoost

* Giving training data
{94 ug ), -, (™, 9%, ul); -, (Y, 9V, u7'))
« y = +1 (Binary classification), u = 1 (equal weights)

* Fort=1,..T:
* Training weak classifier f;(x) with weights {ut, ut o
* & is the error rate of f,(x) with weights {u, -+, ul}
* Forn=

. Ifx |s mlscla55|f|ed by f:(x):

" UL = UL X dy
* Else:

n - n
* Uppq = U /dy



Algorithm for AdaBoost

* Giving training data
{9t up), -, ™ 9™ ul), -, (M, 9V, ul')}
« y = +1 (Binary classification), u* = 1 (equal weights)
e Fort=1, .., 1:
* Training weak classifier f; (x) with weights {u}, -, ul}
* & is the error rate of f,(x) with weights {u, -, ul}
* Forn=1, ..., N:
* If x™ is misclassified by f; (x): NASENACHS)
S Upyy = Up X dy d, = (1—¢)/e
* Else:
* Uy = U /dy

o



Algorithm for AdaBoost

* Giving training data

{(t 9% 1y )y ™ 5P ul), < (2, 9%, )
« y = +1 (Binary classification), uf" = 1 (equal weights)
* Fort=1, .. T:

* Training weak classifier f;(x) with weights {u}, -, ul}

* & is the error rate of f;(x) with weights {u, -, ul}

* Forn=
. Ifx is mISC|aSSIerd by f:(x):
ufy = x d, t-m,— Y
* Else:

dp = ln\/(l — &)/ &

n . n
* Uy = U /d;



Algorithm for AdaBoost

* Giving training data
(9t ug )y, e ), -y (Y, 97, 41 ))
« y = +1 (Binary classification), u = 1 (equal weights)
* Fort=1, .. T:
* Training weak classifier f;(x) with weights {u}, -+, ul}
* &, is the error rate of f,(x) with weights {u}, -, ul}
* Forn=1, ..., N:

* If x™ is misclassified by f;(x): AN
* Uiy = U Xdp=up X exp(at) d, = \/(1 — gt)/gt
* Else:
= Iny/(1 - gt)/gt

* Ut = ug/de = uf X exp(— at)



Algorithm for AdaBoost

* Giving training data
{(" 9 g )i, ™ 975 U, o (e, 90 )]
« y = +1 (Binary classification), u} = 1 (equal weights)
* Fort=1, .. T
* Training weak classifier f;(x) with weights {u}, -, ul}
* & is the error rate of f;(x) with weights {ug, -, ul}
* Forn=1, ..., N:
* If x™ is misclassified by f;(x):
P U = ug Xde=ui Xexp(a) g, = [(1—¢,) /g

* Else: .
c ult,, =ul/d, = ul X exp(—ay) @y = ln\/(l — &)/ &

Uprq < Up X exp( at)



Algorithm for AdaBoost

* Giving training data
(Gt 9N ug ), ™ 9™ ul), -, (N, 9N, u)')
* y = +1 (Binary classification), uf* = 1 (equal weights)
* Fort=1, .. T
* Training weak classifier f;(x) with weights {u}, -, ul}
* & is the error rate of f,(x) with weights {u}, -+, u
* fForn=1, ..., N:
* If x™ is misclassified by f; (x):

. u?-}_l — u? X dt — u? X exp(at) dt —_— \/(1 _ gt)/gt

a, = ln\/(l — &)/ &,

* Else:
* Uy = up/de = u X exp(—ay)

Ui < ug Xexp(=y"fe(x™)a;)
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ey fr(x)
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* How to aggregate them?
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* Non-uniform weight:
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Algorithm for AdaBoost

* We obtain a set of functions: f; (x), ..., fz (%),
ey fr(X)

* How to aggregate them?
* Uniform weight:

* H(x) = sign(B¢=1 fe (X))

* Non-uniform weight:
* H(x) = sign(Bt=y aefe ()

Qe = ln\/(l — &)/ &

utv, =ug Xexp(=y"fi (x"ay)




Algorithm for AdaBoost

* We obtain a set of functions: f; (x), ..., ft (),
wer fr(X)
* How to aggregate them?
* Uniform weight:
*H(x) = Sign(ZZﬂ ft(x))

* Non-uniform weight:
* H(x) = sign(3T_, af+(x))

dp = ln\/(l — &)/, g = 0.1

Uiny = ug Xexp(=y"f(x")a;) a, =1.10



Algorithm for AdaBoost

» We obtain a set of functions: f; (x), ..., f: (x),

wor fr(X)

* How to aggregate them?
* Uniform weight:

* H(x) = Sign(Zle ft(x))

* Non-uniform weight:
* H(x) = sign(Tt=y acfe(x))

A = ln\/(l — &)/& & = 0.1

Ui = ug Xexp(=9"fe(x™a,) a, =1.10

gt — 0.4
a; =0.20



Algorithm for AdaBoost

« We obtain a set of functions: f;(x), ..., fr (x),

e fr(X)

* How to aggregate them?

* Uniform weight: larger weight for
* H(x) — Sign(2{=1 ft(x)) final voting
* Non-uniform weight:

* H(x) = sign(Ti=; acfi (x))

Smaller error &,

a; = Iny(1 — &) /5 e, =01 & =04

up =up Xexp(=y"fi(x"a;) ar =110  a; =0.20




Toy Example

. t=1




Toy E)(a M p | e T=3, weak classifier = decision stump

Make a cut along a dimension

* t=1




Toy Example

o !

=1

1.0+

1.0+

1.0+
1.0+

1.0.

1.0+

1.0 1.0

1.0-

1.0+

T=3, weak classifier = decision stump



Toy Exa M p | e T=3, weak classifier = decision stump

. t=1

1.0+

0+ 1.0.
' 1.0+

1.0 1:0=
1.0-

f1(x)



Toy E)(a M p | e T=3, weak classifier = decision stump

e t=1
1.0+
o .O+ 1.0-
1.0+

lass + - - ass -
C 1.0+ 1.0 10 cl

1.0 1.0-

1.0-

f1(x)
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TOy Exa m p | e T=3, weak classifier = decision stump

1.534
1.534+
1.534

g, = 0.30

@y = 0.42




Toy E)(a m p | e T=3, weak classifier = decision stump

e t=1
1.53
1.53+ Toes-
1.534
‘ 0.65+ (65 o
g, = 0.30
0.65 + 0.65-

@y = 0.42




TOy E)(a M p | e T=3, weak classifier = decision stump

f1(x):
a; = 0.42

* t=2

1.534

153+ 06>

1.534

0.65+ 0.6-5 0.6-5

0.65+ 0.65-
0.65-




Toy E)(a m p | e T=3, weak classifier = decision stump

f1(x):
ay; = 0.42

. t=2

1.534

1.534 0.6p -

1.534

0.6% (65 o e

0.65+ 0.
0.65°

f2(x)



TOy E)(a m p I e T=3, weak classifier = decision stump

f1(x):
a; = 0.42

. t=2

1.534

1.53+ 0.6p -

1.534
Class + 0.65+

Class -

0.65 0.5-5

0.65+ 0.
0.65-

* f2(x)



TOy E)(a m p | e T=3, weak classifier = decision stump

f1(x):

0t=2 +
a, =042 |

1.534

1.534 0.6p -

1.534

0.65
K&

0.65+ 0.

@

* fo(x)



TOy E)(a M p | e T=3, weak classifier = decision stump

fl(x)i
e t=2
a; = 0.42
1.534
0.6p -
1.53
2 1.534
Y
82 = 021
O <
2: 65+- d, = 1.94
az = 066

* f2(x)
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f1(x)3
e =2
a; = 0.42
1.534
0.6p -
1.53
iy 1.534
e ‘ . 1.26 1.26
82 = 021
0.65 + 0.6b -
0.65 d, = 1.94 1.26 -
a, = 0.66

f2(x)



Toy E)(a m p | e T=3, weak classifier = decision stump

f1(x):
e t=2
a, = 0.42
1.534 0.78+
1534+  OOp- 0.78+ 033
1534- 0.78+
0.33+ - _
. 65+.‘ 1.26 1.26
&y = 0.21 -
0.65 + 0.6k - 0.33- 33
0.65 d, = 1.94 1.26 -
a, = 0.66

f2(x)



Toy Exa m p | e T=3, weak classifier = decision stump

Es

A falx)r+

. t=3 *
a; =042 .  a, =0.66

0.78+

0.78+ 0.33-
0.78+

0.33- - _
1.26 1.26

0.33+ 0.33
1.26 -




f3(x%)

Toy Exa m p | e T=3, weak classifier = decision stump

+ +
f]. (x): N + f2 (x) : L +
° {=3 ! :
a; =042 - | a, = 0.6
0.78+ :
0.78+ s
0.78+
0.33+ - _
1.26 1.26
0.33+ 0.33
1.26




Toy E)(a M p | e T=3, weak classifier = decision stump

f1(x): e fo(x) : + 7,
e t=3 ! :
a; =042 . . a, = 0.66
0.78+ _
078+ 78‘133
f3(x) .
0.33+ < -
1.26 1.26
0.33+ 0.33 -
G




Toy E)(a M p | e T=3, weak classifier = decision stump

fit): | FICORNER

. t=3 :
a; =042 . . a, =0.66

0.78+
0.78+
0.78+
@) -
L2026 g3 = 0.13
033- | d, = 2.59

1.26 -
a3 = 0.95

f3(x)




TOy Exa m p | e T=3, weak classifier = decision stump

fiG): | . L)+,
. t=3 ' * .
a; =042 | a, = 0.66
0.78+ :
f:;)(X)A a3 — 095
S
1.26 1.26 g3 =0.13
033 | dy = 2.59
1.26 -

a3 = 0.95




Toy Example

* Final Classifier: H(x) = sign(},!

sign( 0.42

+ 0.66

+

4

4+

—1 Q¢ ft (X))

+ 0.95




Toy Example

* Final Classifier: H(x) = sign(X{- a;f(x))

. *
+

sign( 042 -] +066 +095 )




Toy Example
* Final Classifier: H(x) = sign(ZZ;l a:fe(x))

i +

sign( 042 | +066 - + 0.95
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Toy Example

* Final Classifier: H(x) = sign(QXI_; a.f: (x))

4

+
T

sign( 042 - 4066 + 0.95




Toy Example

* Final Classifier: H(x) = sign(Q7_; a.f: (x))

sign( 0.42

+ 0.66

+

K

+ 095

B BE Y & e 2R ELAT B KPR LA R EE A

Created with EverCam.
t /[ fwww. camdemv.com



Toy Example

* Final Classifier: H(x) = sign(X{-; a.f(x))

g (&
+

sign( 042 | - + 066 + 095 & |)

4 T A =18 decision stump #EREATHIFTIAZ AL (R



Toy Example
* Final Classifier: H(x) = sign(ZLl a;fe(x))

LI

sign( 042 [ +066 - + 095 N )

iE = 1l decision stump 2B — = 0% Y Error Rate [EEtt



Toy Example

* Final Classifier: H(x) = sign(Qi_; a:f+(x))

sign( 0.42

+ 0.66

+

4

“+

+ 0.95

Final Error Rate=0

Created with EverCam
to'//www camdemy ¢



Another example:

test

——

~ \_train

10 100

# of rounds (7)

> 1000




Even though the training erroris O,

the testing error still decreases?

10 100
# of rounds (7)

1000




test

~ \_train

10 100 1000
# of rounds (7)

Even though the training erroris O,

the testing error still decreases?

Yes, because even if the combined classifiers
have error rate = 0 on training dataset, the
last classifier for the training dataset is > 0.
So we will continue to find a new classifier.



