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(Deep	Learning)

Lecture	18:	Transfer	Learning

Anxiao (Andrew)	Jiang

Based	on	the	interesting	 lecture	of	 Prof.	Hung-yi Lee “Transfer	Learning”
https://www.youtube.com/watch?v=qD6iD4TFsdQ&list=PLJV_el3uVTsPy9oCRY30oBPNLCo89yu49&index=28



Transfer	Learning





Similar	domain,	different	task



Similar	domain,	different	task Different	domain,	same	task















We	do	it	all	the	time.
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Add	 a	regularization	
term	in	loss	 function:
The	two	outputs	 should	
be	close	 for	the	same	 input



Add	 a	regularization	
term	in	loss	 function:
The	difference	 between
two	models’	 weights	
should	 be	close	 (such
as	L2	regularization)











It	depends	on	the	application	(task).



Because	 in	speech	 recognition,	the	 last	 few	layers	are	about	the	
meaning/words	 of	the	sentences,	 which	are	the	same	for	different	speakers;	
but	the	first	few	layers	are	(more)	about	the	different	voices	of	speakers.



Because	the	first	few	layers	are	about	small	features	
(such	as	lines,	corners,	etc.),	which	exists	in	all	types	of	images;
But	the	last	few	layers	are	about	large	features	
(such	as	faces,	wheels,	etc.),	which	only	apply	to	specific	type	of	images
and	tasks.











Input	
features

Example:	
task	A:	classify	 ImageNet	 images
task	B:	classify	medical	 images



Input	
features for	task	A for	task	B





If	the	two	tasks	are	actually	different	and	cannot	share	common	layers,
transfer	learning	may	degrade	the	performance	for	both	tasks.

Too	much	“trial-and-error”	can	be	a	waste	of	time.

Progressive	neural	networks	 is	an	approach	for	such	“uncertain”	cases.



Frist,	train	network
for	task	1,	then	fix
its	weights.



Frist,	train	network
for	task	1,	then	fix
its	weights.

Next,	train	network
for	task	2,	and	connect	
cach layer	of	the	first	network
to	the	second	network.



Frist,	train	network
for	task	1,	then	fix
its	weights.

Next,	train	network
for	task	2,	and	connect	
cach layer	of	the	first	network
to	the	second	network.

The	training	for	task	2
will	not	degrade	the	
performance	for	task	1.



Frist,	train	network
for	task	1,	then	fix
its	weights.

Next,	train	network
for	task	2,	and	connect	
cach layer	of	the	first	network
to	the	second	network.

When	training	the	network	for	task	2,
the	weights	from	task	1	can	be	trained
(changed)	to	be	0,	thus	 not	degrading	
the	performance	for	task	2.

















Data	of	different	 domains
can	have	quite	 different	 features





The	features	 learned	 from	MNIST	data
Can	be	used	 for	 classification	 for	MNIST	data,
But	not	for	the	classification	 for	MNIST-M	data.



Idea:	Remove	domain-specific	information	from	
the	extracted	features



For	samples	from	different	
domains,	their	features	should	
become	mixed	together.



How	to	train	such	a	
feature	extractor?





























(true	 lable:	llama)

But	it	is	not	 in	the	source	 data.
How	can	we	recognize	 it?



Ho	to	solve	this	problem	in	the	speech	 recognition	 task?



Ho	to	solve	this	problem	in	the	speech	 recognition	 task? Idea:	recognize	phoneme.







Sufficient	attributes	 for	one-to-one	mapping







It	is	OK	 even	if
we	have	never
seen	 this	 animal.
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Use	word2vec.

Llama)





The	network	can	simply	map	all	inputs	to	the	same	point	in	the	feature	space.



















Find	word	vectors	for
”lion”	and	“tiger”.







Only	need	off-the-shelf	 NN
for	ImageNet	 and	Word2Vec.







DSeViSE:
Project	 image
and	 features	to
nearby	 points	 in	
the	same	 space.



Convex	 combination	 for	semantic	 embedding












