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Based	on	the	interesting	 lecture	of	 Prof.	Hung-yi Lee “Unsupervised	 Learning:	Deep	Auto-Encoder”
https://www.youtube.com/watch?v=Tk5B4seA-AU&list=PLJV_el3uVTsPy9oCRY30oBPNLCo89yu49&index=25



Auto-Encoder

Compressed
Useful
Features

Methods:	 (1)	Make	output	 data	be	as	close	 to	input	 data	as	possible	
(2)	Limit	 the	size	of	the	encoder’s	 output

Use	of	 encoder:	 it	can	extract	useful	 features	 from	 input	 data;	the	useful	 features	 can	be	 used	by	many	applications.
Use	of	 decoder:	 it	can	generate	realistic	 data	from	 random	 inputs.

Nice	property	 of	 auto-encoder:	 it	can	be	trained	without	 labels	 for	data.
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PCA’s	visualized	result



PCA’s	visualized	result

Auto-encoder

























Encoder

Decoder:	can	use	reversed	architecture





of	auto-encoder



Pre-training:	
find	good	initial	values	for	weights





Suggestion:	 use
L1	regulization













Pre-training	is	used	much	less	often	than	before,
Because	today	we	have	back-propagation	algorithms	that	can	train	
very	deep	networks.

However,	if	we	have	a	large	set	of	un-labelled	data	and	only	a	small	set	of	
labelled	data,	we	can	use	the	large	set	of	un-labelled	data	to	pre-train	all	
the	layers	other	than	the	last	layer,	and	then	use	the	small	set	of	labelled	
data	to	train	the	last	layer	and	fine	tune	weights	in	all	layers.









Methods	for	non-linear	dimension-reduction



Graphical	Model















Keras

No	need	 to	remember	 “Max	locations”







Example:	1-dimensional	convolution



Filter	size:	3

convolution



convolution
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convolution deconvolution

Intuitively,	 in	deconvolution,	
every	left	node	should	correspond	to	
3	right	node.



deconvolution
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deconvolution





Pad	0s
on	both
ends







decoder



decoder

MNIST	Dataset:	Encoder	 compresses	 the	28	x	28	=	784-dimensional	 	input	 image	to	2-dimensional	 data.



decoder

How	to	know	 which	 region	 to	sample,	 if	the	code	has	more	than	 2	dimensions?	 We	 can	use	L2	regularization	 during	 training,

so	 that	the	data	are	all	around	 0.



Auto-encoder
trained	with	
L2	regularization


