
CSCE	636	Neural	Networks	
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Lecture	14:	Deep	Reinforcement	 Learning	(continued)

Anxiao (Andrew)	Jiang

Based	on	the	interesting	 lecture	of	 Prof.	Hung-yi Lee “Deep	Reinforcement	 Learning”
https://www.youtube.com/watch?v=z95ZYgPgXOY



Policy-based	Approach
(a.k.a.	Policy	Gradient	Approach)
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Rigorously	speaking,	we	should	 use	the	above	data	only	once	(to	update	the	NN’s	weights	only	once).

Then	we	need	to	collect	data	AGAIN!
Because	when	NN	weights	are	updated,	the	probability	of	each	
episode/action	 has	changed,	so	we	need	to	sample	again.



Very	time	consuming!











Let	the	weight	for	an	action	be	the	total	reward	since	this	action	in	the	episode,
instead	of	the	total	reward	of	this	whole	episode	(before	and	after	this	action).
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until	the	two	distributions	 are	quite	
different.



until	the	two	distributions	 are	quite	
different.

When	the	two	distributions	 are	quite	different,	we	need	to	use	the	NN	with	updated	weights	to	
collect	data	again.











Objective	function:



How	to	stop	updating	the	NN’s	weights	when	the	NN’s	updated	weights	are	quite	different	
from	the	old	weights	(with	which	the	data	were	sampled)?





KL	divergence	of	the	NN’s	two	output	
probability	vectors



KL	divergence	of	two	probability	vectors













Q-Learning













It	depends	on	the	actor





Training:	Regression
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Two	networks	 for	Q-function









To	make	training	stable:









This	is	not	a	good	way	to	collect	data,
because	if	an	action	a	is	not	sampled,	
it	will	not	be	chosen	by	the	neural	network.













Off	policy:	OK





Additional	slide:	some	early	demos	of	projects

• Music	Genre	Classification	(Joshua	Crockett),	
https://www.youtube.com/watch?v=OvO67VXRK7s&feature=youtu.b
e
• Stock	Price	Prediction	(Tsao Yuan	Chang),	
https://www.youtube.com/watch?v=T_9-PG96P7k&feature=youtu.be
• Traffic	detection	(Jackson	Delametter),	
https://www.youtube.com/watch?v=bU_lE6iKNzQ&feature=youtu.be
• Hand	Gesture	Recognition	(Syed	Ali	Hasnain),	
https://www.youtube.com/watch?v=KCxmaGc2U8Q&feature=youtu.
be


