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Based	on	the	interesting	 lecture	of	 Prof.	Hung-yi Lee “Recurrent	Neural	Network”
https://www.youtube.com/watch?v=xCGidAeyS4M&list=PLJV_el3uVTsPy9oCRY30oBPNLCo89yu49&index=30



Recurrent	Neural	Network	(RNN)
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Destination Time	of	arrival



Destination Time	of	arrival



(that	is,	one-hot	encoding)



Dense	word	embedding

Word2Vec	(pre-trained)

GloVe (pre-trained)

Train	your	own	embedding



Destination Time	of	arrival





Neural	network	needs	memory!























































Note:	they	 are	not	 three
networks.	 They	are	the	same
network	 used	 three	times.



























Benefit:	every	part	of	output	considers	the	whole	input	sequence



The	above	is	actually	just	a	simple	version	of	RNN	(called	SimpleRNN).

Issues	with	the	SimpleRNN:	training	is	difficult,	due	to	issues	including	
“exploding	gradient”	or	“vanishing	gradient”	in	the	gradient	
descent	method.

More	advanced	types	of	RNN:	
LSTM,	and	GRU	(a	simpler	version	than	LSTM).

When	people	use	RNN,	 they	mostly	use	LSTM	or	GRU.

Keras let	you	create	SimpleRNN,	 LSTM	or	GRU	using	just	one	line	of	code.









Neural	 network	 learns	when	 to	open/close
the	gate















A	more	detailed	 look	 at	its	structure:

Every	input	 and	output	 here
is	a	real	number.

The	whole	 thing	can	be	 seen	 as
replacing	 the	“activation	 function”
of	an	ordinary	 neuron.

























LSTM
cell



































How	to	understand	LSTM	as	the	original	network:











Each	edge	has	a	different	weight





How	to	understand	LSTM	as	RNN



The	vector	 of
memory	 values	 at
time	t-1
(where	 each	memory’s
value	 is	a	real	number)



Input	 vector	at
time	t

Linear	 transformation
(multiple	 input	 vector	 by	a	matrix	 to
get	a	vector	 z)





Linear	
transformation





4	different	 linear	 transformations





Element-wise	 vector	operation	 for	the	layer









This	is	still	just	a	simple	version	of	LSTM



Real	LSTM



Real	LSTM





LSTM
The	first	time	a	person	sees



LSTM
The	first	time	a	person	sees


