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Lecture	7:	Deep	Learning	for	Computer	Vision

Anxiao (Andrew)	Jiang

Based	on	the	interesting	 lecture	of	 Prof.	Hung-yi Lee,	
https://www.youtube.com/watch?v=FrKWiRv254g&list=PLJV_el3uVTsPy9oCRY30oBPNLCo89yu49&index=19



Convolutional	Neural	Network	(CNN)









Too	many	weights	 in	a	dense	network!

























A	filter	corresponds	to	a	set	of	neurons



How	does	a	filter	operate?



Do	inner	product	(dot	product)









We	 set	stride	 =	1	in	the	following	 slides.































Shape:
3	x	6	x	6

Shape:
3	x	3	x	3















Fewer	 parameters!









How	to	train	shared	weight?
Average	their	gradients.











Each	filter	is	 a	channel















































But	CNN	performs	much	better.






















